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Abstract
Using scanning tunneling spectroscopy, we study the transport of electrons through
C60 molecules on different metal surfaces. When electrons tunnel through a molecule, they
may excite molecular vibrations. A fingerprint of these processes is a characteristic
sub-structure in the differential conductance spectra of the molecular junction reflecting the
onset of vibrational excitation. Although the intensity of these processes is generally weak,
they become more important as the resonant character of the transport mechanism increases.
The detection of single vibrational levels crucially depends on the energy level alignment and
lifetimes of excited states. In the limit of large current densities, resonant electron–vibration
coupling leads to an energy accumulation in the molecule, which eventually leads to its
decomposition. With our experiments on C60 we are able to depict a molecular scale picture of
how electrons interact with the vibrational degrees of freedom of single molecules in different
transport regimes. This understanding helps in the development of stable molecular devices,
which may also carry a switchable functionality.

(Some figures may appear in colour only in the online journal)
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1. Introduction

The ultimate goal of molecular electronics is to replace
inorganic semiconductor technology by cheap and versatile
molecular materials. The basic components of molecular
electronic circuits are custom-synthesized molecules acting as
diodes, transistors or switches contacted to two electrodes and
exposed to an externally controlled bias voltage. Chemical
synthesis routes seem to offer any desirable molecular
property and functionality. However, the electronic coupling
of the molecule to the electrodes drastically modifies the free
molecule properties. Design strategies for electronic circuits
thus need to consider the molecule and the contacts as a
complex entity rather than only the individual molecule.
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The electronic conductance of a molecule contacted
to a metallic electrode is characterized by the electronic
structure of the molecule and the electronic coupling to the
electrodes. The hybridization of the molecular states with
the electronic bands of the electrodes leads to a shift and
broadening of the formerly discrete states and determines
the electronic conductance properties. Additionally, the
electron transmission is affected by the coupling of the
electrons to molecular vibrations [1]. The excitation of
molecular vibrations may proceed resonantly or non-
resonantly, depending on the energy level alignment and
the applied voltage. Non-resonant electron–vibration coupling
plays a role when the highest occupied molecular orbital
(HOMO) and the lowest unoccupied molecular orbital
(LUMO) derived resonances lie far outside the transport
window and the tunneling electron inelastically scatters at
the molecule, exciting molecular vibrations [2, 3]. This
leads to a change of conductance due to the opening of an
additional transport channel, reflected as steps in the dI/dV
spectra. In the case of resonant electron transport, the inelastic
tunneling proceeds in the molecular ionic state [4]. The
corresponding vibronic states act as resonant transmission
channels giving rise to peaks in the dI/dV–V spectra. To
be able to resolve these states, the lifetime broadening of
the molecular resonances has to be smaller than the energy
separation of the vibrational states. With typical vibrational
energies of the order of ≈100 meV, the lifetime of the
electronically excited state should exceed 10 fs. This is only
achievable if the molecules are not in direct contact with a
metal substrate but decoupled by an isolating layer [4, 5].

Besides changes in the transmittivity of the molecular
junction, electron–vibration coupling may crucially affect the
junction stability. When the energy stored in the molecular
vibrations exceeds a critical limit, the molecule dissociates.
The limit of molecular degradation by electronic currents
is thus an important parameter for potential applications.
If a typical single molecule with a contact resistance
of 10–100 k� is biased by 1 V, the current reaches
10–100 µA. This corresponds to an electron transmission
rate of 1013–1014 s−1. Typically, vibrations relax by the
excitation of electron–hole pairs in the metal surface in
a ps timescale [6]. Despite these fast relaxation rates and
only small vibrational excitation probabilities of 0.1–1%,
the balance between the rates of vibrational excitations and
energy dissipation leads to an efficient accumulation of energy
in the molecule, eventually resulting in its degradation.

While the fast energy damping into the leads is
advantageous for the stability of a molecule, it also
hinders particular applications, such as switching processes.
Usually, isomerization events require longer lifetimes than
the extremely short lifetimes of excited states of molecules
in contact with a metal electrode [7]. Hence, their quantum
yield is reduced by several orders of magnitude or even
fully suppressed [7–9]. The engineering of molecule–metal
contacts thus needs to balance considerations of functionality
and stability.

In this overview, we aim to capture the basic mechanisms
and effects of electrons exciting molecular vibrations in single

molecules in view of the molecular conductance and stability.
The C60 molecule embedded in different surroundings
has proved to be an ideal playground for exploring
different transport regimes by tunneling spectroscopy. We
first discuss the probability of exciting certain vibrational
modes and their detection capabilities in the non-resonant
tunneling regime in section 4. In section 5, we describe
the requirements and strategies for detecting fingerprints
of resonant electron–vibration coupling. In the limit of
large current densities, the resonant vibrational excitation
eventually even leads to the dissociation of the C60 molecules.
We explore this limit in section 6 and show how the
balance between energy generation and dissipation at the
molecule–metal junction can be tuned to increase the
molecular stability [10, 11].

2. Experimental method

We used scanning tunneling microscopy (STM) and
spectroscopy (STS) to probe electron-induced vibrational
excitations in C60. The spatial resolution of STM allowed us
to characterize the adsorption configuration and to measure
the transport of electrons through the molecules at specific
molecular sites. The experiments were carried out in a
custom-made ultra-high vacuum (UHV) STM running at a
base temperature of 4.8 K. C60 molecules were deposited
on different low index surfaces of metal single crystal
surfaces, which had been cleaned under UHV conditions by
several cycles of Ne+ ion sputtering followed by thermal
annealing. The resulting surfaces probed with the STM
showed atomically flat terraces with a very low density of
defects and impurities. Indentations of the STM tip into the
substrate were used regularly to ensure a good coating of
the tip with the material of the substrate. Different substrates
were chosen with different electronic properties, to change the
energy level alignment of the C60 resonances with respect to
the Fermi level (EF).

3. Adsorption properties of C60 on metal surfaces

The fullerene C60 is a well suited candidate to study
electron–vibration coupling by tunneling spectroscopy. Due
to its three-dimensional shape (figure 1), the adsorption on
metal surfaces is expected to hardly influence the intrinsic
molecular properties. In particular, the molecular orbitals
and vibrational modes remain almost unperturbed. The 46
vibrational states of the icosahedral cage can be classified
into ten different point group symmetries [12]. The vibrational
activity of C60 has been widely studied by optical techniques:
due to symmetry selection rules, only the T1u modes are
infrared active, while the Ag breathing modes and Hg modes
have been observed in Raman spectroscopy [13]. The set
of Hg modes arises from the deformation of the molecule
upon electron attachment into the threefold degenerate LUMO
orbital. They are hence Jahn–Teller (JT) active. The JT-active
modes of C60 have also been detected in photoemission [14]
and electroluminescence [15]. A few of these vibrations have
been identified in resonant transport experiments when the
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Figure 1. Molecular structure of a C60 molecule. When the molecule is adsorbed on a surface, there are three outstanding high-symmetry
orientations. The molecule may expose (a) a hexagon on top, (b) a pentagon on top, or (c) a C–C double bond on top. The LUMO isosurface
is mainly located on the carbon pentagons, giving rise to the typical symmetries seen in STM images for the three orientations (compare
figure 2).

molecules are weakly interacting with the substrate [5, 16].
In the non-resonant limit, only very weak vibrational activity
has been observed [5, 17–20].

STM images of C60 molecules adsorbed on Cu(110),
Pb(111), and Au(111) surfaces are shown in figure 2.
On all these substrates, C60 nucleates in ordered islands
when the substrate is kept close to (or above) room
temperature during deposition. The intramolecular resolution
resembles the LUMO shape in figure 1, indicating an
almost unperturbed molecular orbital structure on metal
surfaces [21–26]. One can further infer the orientation of the
fullerene cage (compare to figure 1). On the Cu(110) surface,
the fullerenes adsorb between four of the topmost copper
atoms, keeping a pentagon–hexagon C–C bond pointing
upwards [27]. On Pb(111) only few of the molecules
show intramolecular contrast (figure 2(b)), while most of
them appear featureless and thus indicate similar adsorption
states [28]. C60 islands on Au(111) evidence a large variety
of molecular orientations [25], as one can determine from
the intramolecular structure resembling the lobed shape of the
LUMO resonance [21].

The molecular resonance structure of C60 on these
metal surfaces is probed by tunneling spectroscopy (STS)
and shown in figure 3. At positive sample bias, each
peak corresponds to a resonant electron channel through
an unoccupied molecular state of the fullerene (LUMO and
LUMO + 1). On Cu(110), the LUMO is a broad peak at
∼0.2 V and is partially occupied. On Pb(111), the LUMO
alignment lies close to this value. However, its sharper
lineshape revealed by the corresponding peak (apparently
split in figure 3(b)) shows only a small tail crossing the
Fermi level EF, indicating a smaller amount of charge
transfer into the C60. A negligible charge transfer for C60 on
Au(111) can be deduced from the far alignment of the
LUMO derived peak with respect to EF, at ∼0.8 eV [21,

29]. A second resonance associated to the LUMO + 1
is also observed in all the STS spectra. The HOMO is
found as a broad shoulder at negative sample bias. As
we will show later, the molecular resonance alignment is
crucial for the efficiency of exciting molecular vibrations,
i.e. resonant versus non-resonant electron–vibration coupling
in the investigated transport energy window.

4. Inelastic tunneling spectroscopy of C60:
off-resonance electron–vibration coupling

The idea of inelastic tunneling spectroscopy (IETS) in an
STM junction is based on early experiments on tunneling
junctions formed by thin molecular layers enclosed between
two metal plate electrodes [30]. The tunneling barrier and
conductance properties are sketched in figure 4. A small
fraction of the electrons passing through a molecule are
scattered inelastically. This inelastic process can essentially
be regarded as a non-resonant tunneling mechanism, in which
the tunneling electron loses energy by exciting a molecular
vibration. The energy loss process opens a new transport
channel, thus leading to a step-wise increase in the differential
conductance at the threshold of vibrational excitation (h̄ω).
Typically, the efficiency of the inelastic excitation is very
small, leading to changes of conductance of the order of
a few per cent. Experimentally, it is easier to detect the
corresponding features in the d2I/dV2–V spectra, in which
the dI/dV steps are reflected as peaks/dips at positive/negative
bias voltage (figure 4(b)).

The IETS technique has been put forward as a sensor
for the chemical identity of single molecules, since the
vibrational fingerprint is unique to the chemical bonds in
the molecule [2, 3, 31]. One drawback, however, is that
so far only a relatively small number of molecules have

3



J. Phys.: Condens. Matter 24 (2012) 394002 Topical Review

Figure 2. Large scale STM images and zoomed regions enhancing the intramolecular resolution of C60 monolayer islands grown on ((a),
(b)) Cu(110), ((c), (d)) Pb(111) and ((e), (f)) Au(111). In all cases, the STM images were obtained with positive sample bias, hence
corresponding to the unoccupied density of states. In this way, the lobed structure observed in some molecules can be identified with the
spatial shape of unoccupied orbitals. Reproduced with permission from [108]. Copyright 2011 Pan Stanford Publishing.

Figure 3. Differential conductance spectra of C60 on the different surfaces shown in figure 2. Arrows mark the fitted positions of HOMO,
LUMO and LUMO+ 1. The spectra were measured by positioning the STM tip on top of a single molecule and ramping the bias voltage V
while keeping the tip–molecule distance constant (feedback loop open). Arrows identify the molecular states. dI/dV data were obtained by
using a lock-in amplifier with an rms modulation amplitude Vac. (Cu: Rjunct = 1.1 G�, Vac = 20 mV; Pb: Rjunct = 0.7 G�, Vac = 5 mV;
Au: Rjunct = 0.3 G�, Vac = 30 mV.) Reproduced with permission from [108]. Copyright 2011 Pan Stanford Publishing.

shown inelastic features in STM. The absence of any sizable
signals for many molecular species questions the general
applicability of this technique. Furthermore, selection rules, as
are well known for optical spectroscopic techniques, are still
elusive. Instead, a set of propensity rules has been suggested
theoretically [32–35]. Their experimental verification is
ongoing. Using C60 molecular junctions as an example, we
show that the interaction between the molecule and the surface
plays a crucial role in the detection mechanism. Furthermore,
symmetry rules based on electron–vibration coupling apply in
certain transport regimes.

It should be noted that inelastic tunneling can not only
be used as a chemical probe, but the selective excitation of
vibrations offers an appealing procedure to induce molecular
motion, dissociation and isomerization [36–43].

4.1. Inelastic tunneling spectra of C60

The inelastic tunneling spectra of C60 molecules strongly
depend on the surface. We first explore inelastic tunneling
spectra of the fullerene on a Pb(111) substrate. A typical
d2I/dV2–V spectrum taken on a single molecule embedded in
the hexagonal monolayer is depicted in figure 5(a). It shows
nine pairs of peaks and dips in the window of 200 meV
at positive and negative bias voltages, respectively, on top
of a broad background. The background has most weight at
150 meV, which is associated to the largest slope in the tail
of the LUMO derived resonance at 200 meV (compare to
figure 3(b)).

To get a quantitative insight into the strength of the
vibrational excitations, we subtract the background and
normalize the spectrum by the corresponding differential
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Figure 4. (a) Model potential tunneling barrier with a molecule
placed in the barrier. The molecular vibrations are represented as a
simple harmonic oscillator. When the energy of the tunneling
electrons is below any molecular excitation they can only tunnel
elastically. When the electron energy exceeds the energy threshold
for molecular excitation an additional tunneling path is opened,
where the electrons tunnel inelastically off the molecule. (b) The
effect of the inelastic channels is ideally a small step-wise increase
in the differential tunneling conductance (dI/dV–V). This induces a
peak in the d2I/dV2–V spectrum.

conductance of the junction, i.e. by the simultaneously
acquired dI/dV–V spectrum. The resulting spectrum, shown
in figure 5(b), clearly displays antisymmetric peaks at
equivalent positive/negative sample bias. They correspond to
the opening of new tunneling channels at the threshold energy,
at which electrons excite molecular vibrations. The finding of
nine excitations exceeds the limited observation of only a few
modes in other IETS experiments, where C60 was in contact
with different metal electrodes [5, 17–20]. This system thus

Figure 5. (a) A typical d2I/dV2–V spectrum in the tunneling
regime (junction conductance ≈0.03G0) of C60 on Pb(111) shows
nine peaks at positive sample bias and nine dips at the equivalent
negative sample bias on top of a broad background. The background
is due to the LUMO resonance. The strong peaks around EF are due
to the superconducting gap at 4.5 K of the Pb(111) substrate and
have been omitted for clarity in the following figures. The spectrum
is recorded as the second harmonic signal by the lock-in technique
(fmod = 723 Hz, Umod = 6 mVrms). (b) After background
subtraction and normalization by the corresponding dI/dV–V
spectrum, the peak/dip pairs become more evident.

allows a detailed analysis of the excitation and detection
mechanism of molecular vibrations in electron transport.

4.1.1. Excitation of Jahn–Teller active modes. We first aim
to identify the nine observed modes (out of the 46 possible
vibrations) [44]. Figure 6 shows a high resolution d2I/dV2–V
spectrum at negative sample bias. Table 1 summarizes the
observed eigenenergies and their corresponding changes in
conductance. Comparison to the eigenmodes of a free C60
molecule yields that the set of eight Hg vibrations nicely
matches the inelastic excitations in our d2I/dV2–V spectra
(see the dashed lines in figure 6). The clear observation of
the complete set of Hg modes calls for selection rules in
IETS. Conceptually, the selected excitation of Hg modes is
easy to understand. The electron transport in this energy
window is mediated by the tail of the LUMO resonance
both above and below the Fermi energy (indicated by the
shaded area in figure 7(a)). Hence, at both bias polarities,
the transient tunneling through the LUMO resonance causes
Jahn–Teller-like deformations of the icosahedral cage, which
are described by the set of Hg vibrational modes [12, 45].
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Figure 6. d2I/dV2–V spectrum of C60 on Pb(111) after background
subtraction and normalization by dI/dV , zoomed at negative sample
bias. The red dashed lines indicate the energies of the eight Hg
modes of a free C60 molecule. The blue dashed lines indicate the Ag
mode at 62 meV and the T1u(1) mode at 67 mV [13]. Adapted with
permission from [44]. Copyright 2010 American Chemical Society.

Figure 7. (a) Differential conductance spectra of C60 on Cu(111),
Pb(111), and Ag(110) (opening feedback loop at Ub = 2.0 V,
It = 1.2 nA; Ub = 2.0 V, It = 1 nA; Ub = 0.5 V, It = 0.4 nA, for
Cu, Pb, Ag, respectively, Umod = 10 mVrms). The broad peaks
correspond to the LUMO derived resonance of C60, appearing with
different degrees of Fermi level crossing (shadowed areas). The
dashed line indicates the background. (b) Normalized and
background subtracted inelastic tunneling spectra of C60 on the
same three metal surfaces as in (a). For the data on Cu(111), we test
the appropriate experimental conditions by detecting small inelastic
signals of vibrational features in the IETS spectra of co-adsorbed
CO molecules. Adapted with permission from [44]. Copyright 2010
American Chemical Society.

The assignment of the peak at 67 mV is ambiguous
because it lies in an energy region with various vibrational
modes. Since the Ag modes (at 62 and 184 meV) are also
known to have considerable electron–vibration coupling with
the LUMO, we may tentatively assign the 67 mV peak to
the Ag(1) vibration [16]. However, we cannot exclude that
this excitation corresponds to the T1u(1) mode. Its activation
would agree with partial charge transfer and a small intrinsic
distortion of the icosahedral cage on the surface [12, 46].

While these observations underline the importance of
selection rules in IETS, we note that this experiment on C60 is
characterized by a peculiar energy level alignment. Even
though the transport regime is non-resonant, as the LUMO
is located outside the vibrational band of C60, the influence
of the molecular resonance in the tunneling is appreciable.
This seems to strengthen excitation mechanisms, like those
expected in the resonant limit. In experiments with different

Table 1. Table of vibrational modes detected in the IETS spectra
with their symmetry and change of conductance.

h̄ων (meV) Mode ν 1G
G (%)

34± 2 Hg(1) 1.4
52± 2 Hg(2) 5.2
67± 2 Ag(1) or T1u(1) 2.2
87± 2 Hg(3) 5.6
97± 3 Hg(4) 1.6

137± 2 Hg(5) 3.5
155± 2 Hg(6) 2.1
175± 2 Hg(7) 6.7
196± 2 Hg(8) 3.1

energy level alignments or mixing of orbitals at EF, this
selection may not be appropriate. IETS experiments, e.g.,
on self-assembled molecular monolayers, primarily reveal
infrared, i.e. dipole active, modes [47]. Earlier theoretical
works have pointed out the role of the symmetry of the
molecular states close to the Fermi level EF [32, 48]. It is thus
more appropriate to claim propensity rules instead of selection
rules in transport experiments [34].

4.1.2. The role of energy level alignment on the detection
of molecular vibrations of C60. The observation of nine
modes of C60 adsorbed on Pb(111) is remarkable when
compared to results on other metal substrates [5, 17–20]. One
peculiarity of the Pb substrate is that it is superconducting
at the temperature of our measurements (4.5 K). However,
we find no evidence of an enhancement of the inelastic
signal due to the corresponding quasi-particle density of
states, when we compare IETS spectra below and above
the critical superconducting temperature (Tc = 7.2 K). The
excitation of Hg modes in the d2I/dV2–V spectra on Pb(111)
already indicates the importance of the LUMO tail in the
transport experiment. Therefore, we turn to a comparison
of the molecular density of states at EF and the vibrational
activity on different surfaces.

Submonolayer coverages of C60 on Ag(110) and Cu(111)
are arranged in densely packed hexagonal islands. On
Ag(110), the LUMO resonance is found at∼0.5 eV [17], with
very little overlap with EF (figure 7(a)). The corresponding
d2I/dV2–V spectrum reveals only the Hg(2) mode. A weaker
vibrational activity thus coincides with a smaller LUMO
weight at EF than on Pb(111). This tendency is further
followed by the absence of any IETS signal when the LUMO
is even further away from EF, as, e.g., on Au(111). This
is in line with our arguments from above; the existence of
molecular states around EF enhances the inelastic excitation
process [48].

One may hence expect the largest inelastic features when
the LUMO resonance is very close to EF. Such an energy level
alignment can be found for C60 on Cu(111). The resonance
appears split into two peaks. One of them is located in the
negative bias region (figure 7(a)). However, the corresponding
d2I/dV2–V spectrum is completely featureless. Since the
sensitivity to such small signals in STM relies on excellent
experimental conditions, we simultaneously test our system
on co-adsorbed CO molecules. With the same experimental
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conditions resolving frustrated translation and rotation modes
of CO in the d2I/dV2–V spectra, the vibrational fingerprint on
C60 is absent.

The surprising disappearance of inelastic fingerprints
on C60 on Cu(111) thus requires a more elaborate picture
of the complete transport process, in which the detection
of vibrations is suppressed. It is known that the proximity
of molecular resonances to EF also enhances second order
(vibration emission and absorption) processes, which can
partly annihilate the effect of the inelastic channels [48–50]
and may even cause a peak-to-dip inversion in the lineshape
of some modes [51]. Although this effect could lead to a
substantial decrease of the inelastic signal, it can hardly
explain by itself a completely featureless spectrum like in
figure 7(b).

One important aspect of the LUMO being located in
the same energy window as that in which we probe the
vibrations is the change from off-resonance to on-resonance
electron transport through the C60 molecule. In this case
vibrational states of the molecular ion are accessible for
resonant electron tunneling (see also section 5). For molecular
species electronically decoupled from the metal surface,
these resonant vibrational excitations appear as peaks in
the vibrational spectra. Here, the fullerenes are in direct
contact with the Cu surface, causing molecular vibrations
to be quickly damped by excitation of electron–hole pairs
in the metal substrate [11, 52]. The vibrational signal then
broadens and simply contributes to an overall widening of the
conductance spectra, rather than appearing as narrow peaks.

The detection of molecular vibrations in transport thus
requires a delicate balance between a resonant enhancement
of the vibrational activity and charge fluctuations at the
interface suppressing the signal. Charge fluctuations probably
play a particularly important role in the excitation of
vibrational modes intrinsically coupled with the emptying
or filling of charge into the molecule, as is the case for
Jahn–Teller active modes. It should also be noted that
charge fluctuations may also cause other types of vibrational
excitations, such as, e.g., dipole active modes [47]. It is
thus not surprising that many molecule–surface systems do
not easily show clear selection rules or provide the perfect
requirements for the observation of any inelastic excitations.

4.1.3. IETS: from tunneling to the contact regime. The
increase of conductance by opening of an additional transport
channel at the threshold for inelastic excitation is symptomatic
for tunneling processes. Electron transport through quantum
point contacts shows the opposite behavior: inelastic
scattering processes lead to a reduction of conductance.
In the limit of a perfectly transmitting state, i.e. with
transmission probability of an incoming electron to the
opposite electrode with τ = 1, any electron which loses
energy by inelastically scattering at a molecular vibration is
forbidden from traveling further across the junction, since
all the forward momentum states are occupied. Hence,
the momentum needs to be reversed, thus resulting in
enhanced backward scattering and reduced forward transport.
Consequently, vibrational excitations reduce the conductivity

Figure 8. (a) Increase of the junction conductance G as the tip is
approached a distance zappr toward a C60 molecule (Ub = 400 mV
and It = 1.2 nA initially). (b) d2I/dV2–V spectra at two different
tip–molecule distances (marked by arrows in (a)) representing the
tunnel and contact regimes with corresponding junction
conductances of 0.03G0 and 0.25G0, respectively. For a direct
comparison of the spectra, the background arising from the LUMO
resonance, which broadens upon tip contact, has been subtracted.
Subsequent normalization by their differential conductance
dI/dV–V leads to the d2I/dV2–V spectra shown. The spectrum at
0.25G0 has been offset for clarity.

through the molecule [53–55]. This is represented as dips in
the corresponding d2I/dV2–V spectra instead of peaks.

In STS, we can measure inelastic excitation spectra at
any arbitrary value of the junction conductance, allowing us
to explore the range from tunneling to the contact regime.
During the approach of the tip toward a C60 molecule on
Pb(111), the tunneling current I–zappr increases exponentially,
in agreement with the reduction of the tunneling barrier
height. At a junction conductivity of ∼7.5 µS, the current
smoothly levels off to a flatter I–zappr behavior (figure 8(a)).
We ascribe this region to a mechanical tip–C60 contact [10,
56]. This junction conductance is much smaller than G0, the
conductance of a fully transmitting channel (G0: quantum
of conductance, G0 =

2e2

h = 77.5 µS), as governed by
Landauer theory and describing the transport through atomic
contacts [57, 58]. Furthermore, in a C60 junction the regime
from tunneling to contact occurs in a broad range of tip
positions. This is due to fast bistable fluctuations of the
fullerene between the tip and the sample due to an effective
heating of the molecular junction [10, 56, 59].

To compare the inelastic excitation spectra of C60 in
different transport regimes, we approach the STM tip 3 Å and

7



J. Phys.: Condens. Matter 24 (2012) 394002 Topical Review

4.5 Å toward the fullerene, to reach junction conductances
of 0.03G0 and 0.25G0, respectively. Comparison with
the approach curves of figure 8(a) indicates that these
junction conductance values correspond to the tunnel
and contact regimes. The two d2I/dV2–V spectra in
figure 8(b) are consecutively taken on the same molecule.
After normalization of both spectra by their differential
conductances, the same nine vibrational modes can be
observed with similar intensities and lineshapes. At first
sight, this seems to contradict the prediction of a peak-to-dip
inversion of the d2I/dV2–V spectra when crossing the
transition between the tunnel and contact regimes. However,
our contact regime is characterized by a very small contact
conductance. This implies that there are still empty forward
momentum states, which allow for a preferred forward
scattering as opposed to backward scattering. A transition
between preferential forward and backward scattering has
been found at a conductance of 0.5G0 per transmission
channel [34, 55]. Thus, the low contact conductance found
for C60 on Pb(111) dictates that this system behaves still
as a tunnel junction with inelastic excitations leading to an
increased molecular conductance. We further note that there
is no observable shift of the molecular eigenmodes from the
tunneling to the contact regime, as has been reported for small
molecules, which suffer a considerable deformation by the
presence of the STM tip [60].

5. Resonant electron–vibration coupling

In section 4.1.2 we have shown, with the example of C60 on
Pb(111), that the resonant character of the tunneling due
to the overlap of the LUMO tail with EF can enhance
the electron–vibration coupling. Contrary to expectations,
in the resonant limit, as has been achieved for C60 on
Cu(111), the IETS spectra do not show any clear features.
A simplified picture of the molecular energy levels when
C60 is in direct contact with a metal surface is shown in
figure 9(a). Due to a significant overlap of the molecular states
with the substrate states, the molecular derived resonances
are broadened substantially. The attachment of an electron
into this resonance has a very short lifetime due to the
fast decay of the electron into the substrate. The transient
lifetime (τ ) scales inversely with the width of the resonance
(0) (0τ ≈ h̄) [31]. Hence, vibronic states are hidden in the
overall lineshape of the dI/dV–V spectra [61]. Consequently,
it is impossible to disentangle effects of electron–vibration
coupling. In order to gain access to resonant vibronic states,
the lifetime broadening needs to be smaller than the energy
separation of the vibrations (see figure 9(b)). Only in this
case can resonant electron–vibration coupling be detected as
peaks in the dI/dV–V spectra above the LUMO resonance [5,
16]. The intensities of the peaks are ruled by Franck–Condon
transitions from the ground state to the transient anionic state.

5.1. Self-assembled decoupling layers

A strategy to enlarge the excited state lifetimes is to
reduce the electronic coupling with the metallic substrate

Figure 9. (a) When a molecule is adsorbed directly on a metal
surface, the molecular orbital derived resonances are broadened due
to hybridization with the substrate. The lifetimes of electronically
excited states are extremely short. Any possible vibrational states
are hidden in the broad lineshape of the molecular resonances. (b) A
thin insulating layer decouples the electronic states of the molecule
from the substrate. This results in narrower molecular resonances
and longer lifetimes of excited states. When the resulting resonance
width is smaller than the vibrational energies, vibronic states can be
detected as separate peaks in the dI/dV–V spectra.

by introducing dielectric spacers, which are thin enough to
allow charge injection. Ultra-thin films of oxides [62–64],
ionic salts [15, 61, 65], nitride [66, 67] or alkanethiol
layers [68, 69] have been used to successfully decrease the
electronic overlap between atomic or molecular states and
the metal substrate. The photoluminescence of decoupled
C60 molecules has shown a full set of Jahn–Teller active
modes [15]. Electron transport through C60 on thin alumina
films revealed sharpened molecular resonances, but only a
few molecular vibronic states [16, 70]. On the other hand,
from section 4.1.1, we see that the complete set of Hg
modes couples efficiently to tunneling electrons. One may
thus expect a fingerprint of all these modes in the resonant
transport experiment, when C60 is sufficiently decoupled from
the surface [71].

A common aspect to most decoupling layers used
so far is that they are thin films of bulk isolator
materials. We have explored an alternative approach for
decoupling C60 molecules based on the self-assembly
of organic molecules. The mixture of C60 and 1,3,5,7-
tetraphenyladamantane (TPA) on Au(111) leads to ordered
nanostructures, in which the fullerene is lifted from the
surface by means of lateral non-covalent interactions with
TPA molecules [72, 73]. One of the observed structural
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Figure 10. (a) STM image after deposition of C60 onto a Au(111)
surface, which has been pre-covered with 0.9 monolayers of
tetraphenyladamantane (TPA) (I = 18 pA, V = 820 mV). Clearly
observable are double rows of alternating TPA and C60 molecules.
(b) Corresponding structural model. For STM image processing we
used the free software WSxM [107].

motifs is double rows of alternating TPA and C60 (figure 10).
The neighboring insulating rows can function as troughs for
further C60 molecules, as, e.g., the one shown in figures 11(a)
and (b).

Current–voltage (I–V) and differential conductance
(dI/dV–V) spectra taken over the center of these fullerenes
reveal a large HOMO–LUMO gap of ∼3.4 eV accompanied
by strong non-linearities around −2.0 V, 1.4 V and 2.2 V,
associated with the HOMO, LUMO and LUMO + 1 derived
resonances, respectively (figure 11(c)). Both the wide gap
compared to the HOMO–LUMO energy distance of a neutral
C60 molecule (∼1.8 eV) and the sharp resonance states are
clear fingerprints of a molecule which interacts weakly with
its surroundings [73]. The timescale of the transient ionic state
populated during tunneling can be estimated from the width
of the LUMO resonance. The LUMO’s FWHM is ∼60 meV,
corresponding to a tunneling lifetime of ∼10 fs. This value
determines the energy resolution of the vibrational excitations,
being now closer to the characteristic energy scale of the
energy difference between modes.

5.2. Vibronic states in decoupled C60 molecules

Instead of a discrete set of peaks above the LUMO
resonance of C60 on this template, due to individual
vibrational excitations, we find a broad satellite at a distance
of ∼230 meV above the LUMO resonance. This energy
alignment is unexpected, since the vibrational band of C60 is
only 200 meV wide. However, in photoemission experiments
on free C60 molecules, a vibronic peak ascribed to the
Jahn–Teller effect has been identified at 230 meV above the
LUMO [14]. This comparison suggests that electron transport
through the fullerenes in the troughs of the organic template
does indeed show effects of electron–vibration coupling.

A detailed computational analysis of electron–vibration
coupling provides an explanation of the appearance of a peak
outside of the vibrational energy band. Frederiksen et al used
density functional theory to calculate the electron–vibration
coupling strength upon attachment of an electron into the
LUMO resonance [71]. Similarly to the observations in

Figure 11. (a) Pseudo-three-dimensional representation of an STM
image of the double rows of alternating TPA/C60 on the Au(111)
surface (I = 16 pA, V = 580 mV). Some isolated C60 molecules are
adsorbed in the troughs between the rows and are thus much higher.
(b) Side view of the structural model along the supporting line of
C60 in the troughs, evidencing the increased distance to the Au(111)
substrate. (c) dI/dV–V spectrum recorded on top of such a fullerene
(feedback opened at I = 0.46 nA, V = 2.5 V, modulation amplitude
Vrms = 14 mV).

section 4, only the Jahn–Teller active modes play a role in the
transport experiment. One important result of the simulations
is that at the timescale of the tunneling processes quantum
fluctuations among equivalent deformations according to the
dynamic JT effect take place. These cause the excitation of
multiple JT vibrational states, and their respective overtones.
Convolution of the theoretically derived vibronic states
with the width obtained from our experiments results in a
shoulder reproducing our experimental results (blue spectrum
in figure 12). This agreement between theory and experiment
corroborates that the peak is a fingerprint of resonant
electron–vibration coupling in a single C60 molecule in
transport, despite the absence of discrete vibronic states in the
spectra.

6. Effects of electron–vibration coupling at larger
current densities

The experiments shown above clearly indicate that the
inelastic scattering of tunneling electrons to excite C60 modes
is an effective way to deposit energy into the molecular
vibrational states of a molecule. At typical tunneling currents,
the excitation does not usually lead to a detectable effect on
the molecule. The rate of inelastic scattering (the inelastic
fraction) is considerably smaller than the rate at which excited
vibrations of molecules on surfaces decay (typically of the
order of 1/(10 ps) or higher). Hence, in the low current regime
the molecule is essentially ‘vibrationally’ cold.
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Figure 12. The experimental dI/dV–V spectrum on a decoupled
C60 molecule (red line) reveals clear satellites at distances of ∼230
and ∼460 meV above the LUMO resonance. The theoretical
spectrum (blue line) was computed by coupling the LUMO to the
JT-active Ag and Hg modes of C60. To reproduce the experimental
peak widths a broadening of 60 meV has been introduced into the
calculations [71].

In the high-current regime, the average time between
molecular excitations can become smaller than the timescale
of vibrational quenching. In this case, multiple excitation of
molecular vibrations leads to an efficient accumulation of
energy in the molecule. The stored energy can be regarded
as the effective temperature of the molecular junction [10,
11, 56, 74–77]. A common definition relates the energy
of the non-equilibrium excitation of molecular vibrations in
transport to the equilibrium Bose–Einstein distribution with
the same integrated energy. The corresponding temperature
defines the temperature of a single molecule [10, 74, 75].

Several previous studies estimated the temperature of
single molecules contacted to an STM or AFM tip [10, 11, 56,
76, 77]. They found a striking dependence of the molecular
temperature on the applied bias voltage, indicating the roles
of different transport mechanisms. From these experiments
an (indirect) estimation of the temperature has been deduced,
amounting to several hundred degrees for currents of a few
µA. For most organic molecules, these temperatures are of
the order of their thermal degradation temperatures. These
observations show that molecular devices would practically
operate close to the limit of their stability [78]. Thus,
for the implementation of molecules as active components
of electronic devices, a thorough understanding of heat
generation, i.e. efficient excitation of molecular vibrations,
and heat dissipation, i.e. quenching of molecular vibrations,
is indispensable. The following sections elucidate the limit of
molecular degradation by excitation of vibrations in a single
molecule.

6.1. Vibration-induced molecular dissociation

We first describe experiments carried out on a single molecule
adsorbed on a Cu(110) surface. Its structure and molecular
resonance alignment have already been described in section 3.
In order to explore the regime of large tunneling currents

Figure 13. Current versus tip approach plots for C60 molecules on
Cu(110) showing a sharp jump associated to molecular
decomposition (a) after forming a tip–C60 contact (V = 1.0 V,
acquisition time t = 1.5 s) and (b) in the tunnel regime (V = 2.0 V).

Figure 14. (a), (b) STS spectra of C60 on Cu(110) before and after
an I(zappr) plot like in figure 13, respectively. The disappearance of
the molecular resonance structure in (b) reveals the decomposition
of the molecule by the large current density. The insets show STM
images of the molecular island before and after tip indentation at the
marked point. The molecule underneath the tip has an apparent
lower height. Adapted with permission from [10]. Copyright 2008
American Physical Society.

flowing through a C60 molecule, the STM tip is placed on
top of a selected fullerene and approached a distance zappr,
keeping the sample bias constant.

If a small positive sample bias is maintained (V < 0.6 V)
the tunneling current (I(zappr)) shows a similar increase to
the one shown previously in figure 8(a); the molecule stays
unaffected after bringing the tip into mechanical contact and
further indentation for several ångstroms. In this case, the
tunneling current can reach up to 100 µA [10, 26, 56, 59, 79].
After this indentation the molecules may have rotated [80],
but remain intact as can be inferred from their electronic
resonance structure in the dI/dV–V spectra.

If larger bias voltages are used instead during the tip
approach a dramatic change takes place in the molecular
junction: a sudden drop in the current, as shown in
figure 13, reveals an irreversible process. STM images taken
afterward (see, e.g., the inset in figure 14) reveal an apparent
deformation of the molecular structure. Typically, the
molecules now appear more than 1 Å lower than their intact
neighbor molecules. Most significative is the disappearance of
the molecular resonances in the dI/dV–V spectra in figure 14.
This strongly suggests that the icosahedral fullerene cage has
been fragmented due to the large current density reached, and
the molecule dissociated.

10
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The fragmentation process takes place, for a fixed value
of sample bias, around a specific threshold tunneling current.
The way in which the cage rupture takes place may vary
from one event to another, as the resulting features in the
STM images are different. It should be noted that only
the molecule directly underneath the tip is affected by the
indentations. Neighboring molecules remain in their original
states. We can thus exclude a polymerization with neighboring
molecules [81]. We can also exclude a mechanical cracking
of the cage by the STM tip: first, because at low bias
voltages the tip can be indented far beyond the point of
mechanical contact without apparent effect on the molecular
integrity; second, because for large bias voltages the sudden
drop in current is found already before a tip–molecule
mechanical contact is formed (see figure 13(b)). It is then
plausible that the decomposition of the fullerene’s cage
is a current-induced process. Rather than dealing with a
current-induced dissociation of one C–C bond, as shown
for smaller molecules [82, 83], the large current densities
employed suggest that we are in the regime of vibrational
heating of the fullerene, through the electron scattering and
excitation of a set of cage vibrations. It is known that
C60 can be thermally decomposed at temperatures around
1000 K [84–87]. Hence, energy accumulation in the fullerene,
in the form of hot molecular vibrations, can be associated
with an effective internal temperature that eventually is high
enough to lead to the thermal-like fragmentation.

As a current-driven process, the fullerene fragmentation
shows an intriguing dependence on the sample bias applied
during the tip approach. We thus analyze the threshold current
for molecular decomposition, Idec, as a function of bias
voltage. The threshold current is determined from the sudden
drop in the I–z curves, Idec, as well as the corresponding
tip position zdec. The statistical analysis of more than 180
molecules, given in figure 15(a), shows that both Idec and
zdec depend critically on the applied bias value. In particular,
Idec shows a monotonic increase as the bias voltage is
reduced [10]: for a bias voltage of 3.0 V an electron current
Idec = 7 µA is sufficient to decompose the C60 molecule,
while electron currents as high as 70 µA can flow through
the molecular junction before its degradation at 0.6 V. A more
detailed look into the plot in figure 15(a) reveals two different
regimes for fragmentation: below ∼1.2 V Idec shows a strong
increase with the inverse of the bias, while at larger bias
voltages Idec varies more smoothly. This region can be further
divided by two plateaus at ∼1.5 and ∼2.5 V.

These regimes become even more evident when we
plot instead the corresponding power, Pdec, applied to the
C60 junction at the point of its decomposition (Pdec = IdecV):
the degradation power spectrum (figure 15(b)). Below∼1.2 V
Pdec increases sharply up to more than 50 µW as the bias is
reduced down to 0.6 V. Above ∼1.2 V Pdec oscillates around
a constant value of ∼21 µW, corresponding to the plateaus
observed in the Idec plot.

A first hint at the origin of the oscillations can be
extracted when noting that the oscillations in the power
spectrum match the energy alignment of the molecular
resonances, sketched in the background of figure 15. When

Figure 15. Degradation spectrum of C60 molecules on Cu(100).
(a) Statistical average (of 180 molecules) of the current reached at
the point of C60 degradation, Idec, versus sample bias, V . Two sigma
error vertical bars are indicated. (b) Bias dependence of the power
applied at the point of degradation, Pdec = IdecV (left scale), and tip
position with respect to the tip–molecule contact point (right scale).
For degradation events occurring before the formation of a contact,
the remaining distance to contact is obtained by a linear
extrapolation. The blue shaded area indicates the regime where the
decomposition takes place when the tip is in mechanical contact
with the molecule. Reproduced with permission from [10].
Copyright 2008 American Physical Society.

a molecular resonance enters in the energy range of
electron transport, the decomposition current and power are
reduced. As described in section 3, the alignment of the
molecular resonances of C60 depends on the substrate. To
corroborate the correlation between the decomposition power
and the resonance structure, we investigate the decomposition
properties on different surfaces. In figure 16 we show
the degradation power spectrum in comparison with the
corresponding molecular resonance structure of C60 on
Cu(110), Pb(111) and Au(111). In all three cases, we find a
similar tendency: the power for molecular dissociation, Pdec,
decreases when a new resonance enters the transport energy
window. This qualitative behavior is explained by considering
that a more efficient vibrational excitation takes place when
the tunneling processes gain resonant character, in agreement
with the results of section 4.1.2 [74, 88].

Theoretically, the temperature corresponding to the
energy stored in the molecule can be computed. To simulate
our data for dissociation of C60 on Cu(110), Pecchia
et al modeled the electron transport by the non-equilibrium
Green’s function (NEGF) formalism [89]. In particular, they
calculated the temperature for C60 on Cu(110) at different
tip–sample distances. As can be deduced from figure 17(a),
the temperature of C60 already reaches 1000 K before the
LUMO resonance participates in the transport. Such high
temperatures are reached with only a small fraction of
electrons being inelastically scattered by molecular vibrations
(10−3). The temperature rises significantly further when the
LUMO participates in the electron transport; in particular, the
heating is largest when all C60 vibrational modes (all lying in a
bandwidth of 200 meV above the resonance) can be excited.

A similar rise in molecular temperature appears at
bias values where higher order resonances enter into the
conduction. Curiously, at energies below the entrance of a
resonance the heating is reduced. The origin of this is that
tunneling electrons are able to absorb the energy of a hot
vibration and tunnel resonantly through the state above. This
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Figure 16. (a) Comparison of the degradation power spectra of C60 molecules on different substrates shown with their unoccupied resonant
structures as obtained in STS spectra like those in figure 3. Arrows and letters identify the molecular states (L = LUMO). Reproduced with
permission from [108]. Copyright 2011 Pan Stanford Publishing.

Figure 17. (a) Results of theoretical simulations of the molecular
temperature as a function of the bias V applied between a Cu(110)
surface and a single atom tip. (b) The values Idec (diamonds,
continuous line) and Pdec (squares, dark broken line) are marked for
a threshold temperature of 1650 K for the C60 molecule. The black
lines mark the molecular resonances as obtained from the
simulations. Reproduced with permission from [10]. Copyright
2008 American Physical Society.

cooling mechanism can be very effective and, eventually,
causes a lower rise of molecular temperature with bias voltage
for sample biases right below a resonance level.

In the experiments, this resonant increase in molecular
heating manifests itself as a decrease in the decomposition
power. The resonant cooling translates into plateaus in Idec and
increase in Pdec at bias values below the corresponding
resonance energy. A direct comparison between theory and
experiment can be drawn by setting a critical decomposition
temperature in the simulations. For Tdec ∼ 1650 K the
deduced values of Idec and Pdec are shown in figure 17(b). The
applied power follows the same trend of the molecules being
less stable when more resonances carry the electron current.

6.2. Balance of excitations of molecular vibrations and their
quenching into the leads

While the previous section showed the resonant character of
molecular heating, this does not explain the large stability
of C60 at bias voltages below 1.2 V. It should be noted
that below this value the tip is in contact with the fullerene
when the decomposition occurs. Another unsolved detail in
the model of resonant heating is the significant difference
in the total decomposition power for fullerenes on different
surfaces. Figure 16 shows that the average power applied for

Figure 18. Scheme of the mechanisms of molecular vibration
decay into excitations of the cold metal substrate: (a) decay into the
metal phonon band and (b) creation of excited metal electrons
(electron–hole pairs).

degradation amounts to P̄dec ∼ 21 µW for Cu(110), P̄dec ∼

2.9 µW for Pb(111), and P̄dec ∼ 1 µW for Au(111).
To fully understand the decomposition properties, we

need to consider the total vibrational energy stored in the
molecule (and hence its model temperature). This depends
on the balance between the heat generated by the inelastic
scattering of electrons with molecular modes, and the heat
dissipation into the ‘cold’ leads (T = 5 K) [74, 89, 90].
While the heat generation crucially depends on the coupling of
electrons with molecular vibrations, its dissipation away from
the molecular junction is determined by the coupling of these
hot vibrations with the continuum of electrode excitations.
Both generation and dissipation are important in determining
the vibrational temperature reached by the molecule.

The important role of molecular cooling by relaxation
of the molecular vibrations manifests itself in the large
decomposition power needed for molecular dissociation when
the tip is in contact with the molecule (figure 15). In this
regime the equilibrium temperature is lower than that at the
same electronic power when the tip is far away from the
molecule. The presence of a good tip–molecule contact opens
a second cooling channel for vibrations into the second metal
electrode. Hence, the resulting temperature is significantly
lower.

Possible mechanisms for relaxing the vibrational energy
into the substrate are sketched in figure 18. One relaxation
path is by damping the energy into the phonon modes of
the substrate. However, this mechanism is not very efficient.
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Figure 19. Schematic energy diagram of molecular switches,
where two isomeric ground states are separated by an energy barrier.
Switching between these low-energy states can be induced by light,
electron attachment into the LUMO or multi-vibrational excitations.

The phonon band widths of the employed substrates are
rather narrow. The phonon band width is largest for Cu(110)
with a 42 meV width. For Pb(111) it is only 14 meV
wide [91] and for Au(111) it is 16 meV [92]. On the other
hand, the vibrational eigenenergies of C60 lie in a range
between 33 and 200 meV. Hence, substrate phonons can only
couple to external molecular vibrations of the fullerene with
respect to the surface, which do not contribute to the thermal
decomposition of the fullerene cage.

The more efficient mechanism for quenching of
molecular vibrations is by excitation of electron–hole (e–h)
pairs in the metallic substrates (figure 18(b)) [93]. One may
expect that the efficiency of the e–h pair creation depends
on the substrate’s density of states (DoS) close to EF. We
test this assumption by comparing the DoSs of Cu(110),
Pb(111), and Au(111) with the experimentally observed
cooling rates as deduced from the decomposition powers on
these surfaces. Comparison of the DoSs suggests that e–h
pair creation is favored on Cu(110) with respect to the gold
surface1. This would agree with our observations. However,
this mechanism fails to explain the intermediate P̄dec value
found for degradation of C60 on Pb(111), since this metal
surface has no surface state, and its density of bulk states at
EF is also the lowest of all three metals (see footnote 1).

The efficiency of e–h pair creation thus does not only
depend on the substrate DoS. Considering the combined
system of C60 and substrate, one finds a modified electronic
structure close to EF. As one can infer from the proximity and
weight of the LUMO at EF in figure 3, the adsorption of C60
leads to different amounts of charge transfer into the fullerene.
There is hardly any charge transfer on Au(111), while there is
some on Pb(111) and most on Cu(110). This sequence equals

1 The densities of surface states are approximately 0.017 (eV Å2
)−1 and

0.0105 (eV Å2
)−1 for Cu(110) and Au(111) respectively [109–111]. The

bulk DOSs at EF are DOSPb(EF) = 0.0166 (eV Å3
)−1, DOSAu(EF) =

0.0173 (eV Å3
)−1, DOSCu(EF) = 0.025 (eV Å3

)−1 [112].

the one found for the stability of the C60 molecules. Hence,
a large density of molecular states at EF favors the creation
of e–h pairs at the molecule, which are then coupled to the
electronic bath of the substrate [6]. While additional effects
like hybridization of metal and molecule electronic states may
also play a role, our results suggest that charging a single
molecule in contact with a metal electrode can help to sustain
larger current densities passing through a single molecule.

7. Conclusions and outlook

Using the example of C60 we have observed fingerprints of
molecular vibrations excited by electrons in a wide range
of transport regimes: we have compared and characterized
inelastic signals (i) in resonant and non-resonant transport;
(ii) in the tunnel and contact regimes; and (iii) at small and
large electron tunneling rates compared to the timescales of
vibrational relaxations.

Electrons passing through single molecules may excite
vibrations once the threshold energy of the eigenmode
is reached. We were able to show that the efficiency of
electron–vibration coupling largely depends on the degree
of resonance character of the transport [44]. In conventional
non-resonant IETS experiments the small tail of the LUMO
thus enhances the probability of vibrational excitations. When
the electrons have energies larger than the separation of the
LUMO from EF the transport process is fully resonant. In
this case, the transported electrons occupy transient ionic
vibronic states, which contribute as peaks in the dI/dV–V
spectra. In principle this should lead to an even stronger
vibrational signal. However, this is only detectable if the
energy resolution is larger than the separation of the vibronic
peaks [71]. The typical energy broadening of electronic states
of molecules adsorbed on metal surfaces is >300 meV due to
hybridization with substrate states and the short lifetimes of
excited states. Hence, access to vibronic states in the resonant
limit of electron transport can only be obtained by decreasing
the electronic coupling of the molecule with the substrate.

When the rate of electrons inducing vibrations is larger
than the vibrational relaxation rate, the molecule accumulates
energy and gets hot. We were able to show that this
energy suffices to thermally decompose C60 molecules.
More importantly, we could show from the necessary
decomposition power Pdec that the heating is more efficient
in resonant transport conditions, in agreement with a larger
electron–vibration coupling [10]. Furthermore, we could
deduce trends in the relaxation rates of vibrations on metallic
surfaces. Charge transfer into the organic molecule provides
an enhanced DoS close to EF. This facilitates the creation of
e–h pairs, which accounts for the most prominent quenching
pathway of molecular vibrations on metallic surfaces [11].

With this knowledge, one may envision strategies to use
vibrations for chemical reactions of single molecules and,
in particular, molecular switching processes. In a molecular
switch, two isomeric states are separated by an energy
barrier. It is a challenge to understand the potential energy
diagrams of molecules adsorbed on a surface, which can
deviate considerably from their counterparts in gas phase
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or solution [94, 95], and to induce reversible switching [8,
42, 96–102]. A common approach is excitation by light [8,
98]. The photoexcited state of the molecule may relax
into the other isomeric state. Alternatively, electrons from
the tip of an STM can be used. The switching may take
place in the ionic state by the attachment/detachment of an
electron to the LUMO/from the HOMO [9]. Furthermore,
the electric field in the STM junction may help in the
isomerization process [96, 103]. The switching barrier can
also be overcome by inelastically tunneling electrons. A
combination of different modes as well as multiple excitations
of the same mode can cause a transition from one side of the
potential well to the other (see schematic in figure 19) [42,
100].

The distinction of the different electron-induced mecha-
nisms requires a detailed analysis of the voltage and current
dependence of the switching yield. The importance of certain
vibrational modes can be unraveled by the electron–vibration
coupling strength as observed in inelastic tunneling spectra.
This is of particular interest if a combination of eigenmodes
triggers the chemical reaction [82]. As we have seen in
sections 4.1.2 and 6.1, a resonant character of the transport
considerably enhances the excitation probability and therefore
the switching yield. One may thus envision strategies to
tune the energy level alignment by choosing an adequate
molecule–substrate system.

One problem in the switching dynamics of molecules
contacted to metal electrodes is the short lifetime of the
electronically excited states. The rapid decay reduces the
probability of transformation into the isomeric counterpart,
since the time evolution in the electronically excited state is
limited. An increase of the excited state’s lifetime is possible
by electronic decoupling of the switch from the surface either
by inclusion of spacer layers as in section 5.1 [104] or by
spacer legs directly attached to the molecular switch [8, 96,
98, 105, 106]. On the other hand, a fast cooling of the
molecule is necessary to ensure the thermal stability of the
molecule during electron transport (section 6). Hence, design
strategies have to find the right balance between switching
capabilities and device stability.
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[91] Fuhrmann D and Wöll C 1996 Surf. Sci. 368 20
[92] Wang X Q 1991 Phys. Rev. Lett. 67 1294
[93] Gao S, Persson M and Lundqvist B I 1992 Solid State

Commun. 84 271
[94] Piantek M et al 2009 J. Am. Chem. Soc. 131 12729
[95] Mielke J, Leyssner F, Koch M, Meyer S, Luo Y,

Selvanathan S, Haag R, Tegeder P and Grill L 2011 ACS
Nano 5 2090

[96] Alemani M, Peters M V, Hecht S, Rieder K-H,
Moresco F and Grill L 2006 J. Am. Chem. Soc. 128 14446

[97] Choi B-Y, Kahng S-J, Kim S, Kim H, Kim H W, Song Y J,
Ihm J and Kuk Y 2006 Phys. Rev. Lett. 96 156106

[98] Hagen S, Leyssner F, Nandi D, Wolf M and Tegeder P 2007
Chem. Phys. Lett. 444 85

[99] Liljeroth P, Repp J and Meyer G 2007 Science 317 1203
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