Draft for IGF Dynamic Coalition discussion

This paper concerns the relationship between:

· Established Human Rights and Data Protection principles protecting privacy

· Advances in the capabilities of information technologies, and their potential both to support  privacy protection and at the contrary to be used for surveillance of individuals

· Identity system architecture, in particular “user-centric” and “federated” systems

· Access to, rights to make use of, and normative adoption of Privacy Enhancing Technologies

1. Human Rights and Data Protection instruments protecting privacy

Privacy and Data Protection are fundamental human rights. They underpin human dignity and other values such as freedom of association
 and freedom of speech.
 It has become one of the most important human rights of the modern age insofar it might be viewed as a condition for all liberties.

The original human rights convention supporting the protection of individual privacy is the Universal Declaration of Human Rights of 1948, which states, “No one shall be subjected to arbitrary interference with his privacy, family, home or correspondence, nor to attacks upon his honour and reputation. Everyone has the right to the protection of the law against such interference or attacks.”
 Nearly every country in the world includes a right of privacy in its constitution, either directly or in relation to another right. At a minimum, these provisions include inviolability of the home and secrecy of communication. Most recently written constitutions include specific rights to access and control one’s personal information
 That is to say: the right of information self-determination

This can be succinctly described as the presumption that individuals have the right to control flows of their personal data, qualified by contending claims arising from the rights of other persons, requirements of organisations, and duties of the state. The articulation of this right is usually traced to a decision of the German Constitutional Court in 1982, although similar ideas can be found in Westin (1967) and subsequent policy developments in the United States. It is strongly related to the idea that a primary purpose of human rights is to enshrine respect for human dignity. 

Interest in the right of privacy increased in the 1960s and 1970s with the advent of information technology. The surveillance potential of powerful computer systems prompted demands for specific rules governing the collection and handling of personal information. Two crucial international data protection instruments, the OECD Privacy Guidelines
 and the Council of Europe’s 1981 Convention on Privacy, set out specific rules covering the collection, storage and dissemination of electronic data.

Other important instruments which have bearing on the understanding of privacy as a fundamental, but qualified, right include the:
· 4th Amendment to the US constitution (1791)

· European Convention of Human Rights (1950)

· International Covenant on Civil and Political Rights (1966)

· 
· 
· Canadian Charter of Rights and Freedoms, sections 7 and 8 (1982), and other national constitutions entrenching human rights

· Fair Information Practices (1990)

· EU Data Protection Directive EC 95/46 (1995)

· 
· 
· EU Charter of Fundamental Rights (2000) 

· EU/US Safe Harbour agreement (2000)

· APEC Privacy Principles (2004)

A necessary piece of work for the IGF Dynamic Coalition on Privacy is to understand past controversies underlying the evolution of these instruments, their relative strengths and weaknesses, and how arguments which proved decisive in previous eras of information processing may need to be re-examined in light of the current state of the Internet and prospective technological developments. More and more ICT are ubiquitous and functioning in an opaque and complex way. Their use multiplies the traces of our behaviour and increases the risks of privacy threats.
The purpose of this paper is to examine how the Declaration’s stipulation that interference with individual privacy should not be “arbitrary” can be interpreted, predicated on the subsequent development of the Internet as a global information infrastructure with particular technical characteristics.
2. 
· 
· 
· 
3. Key privacy principles

It remains an open question at this point whether the Internet will see a significant increase or decrease in privacy. There is certainly a strong case that the Internet will usher a new era of massive, routinized surveillance. It is possible with the current protocols for Internet communication to record virtually every activity of an Internet user, the information he receives, the people he communicates with, his preferences and his predilections. Such extensive data collection is far more instrusive than was possible in the previous era of broadcast communication or in typical commercial relations. In the broadcast era, recipients of information were largely anonymous. In typical commercial relations, information is typically obtained only once a purchase occurs.

Still, it can not be ignored that the Internet provides a platform for new forms of communication and interaction that can literally build in privacy safeguards. The use of encryption techniques in browser software, for example, permits the transfer of credit card numbers and other personally identifiable information in a secure manner. Anonymous payment techniques would allow commerce without the disclosure of personally identifiable information. Anonymous remailers make possible the sending of messages without requiring the disclosure of the sender's identity.

In many respects, key  privacy principles as articulated in many of the documents mentioned above anticipate the problem of protection of digital information. Indeed, the OECD Privacy Guidelines were a direct response to questions about privacy and transborder dataflows. Further, the Data Directive of the European Union is a clear attempt to harmonize protection across national borders. While it is not clear if national legal norms will survive this process of globalization, it is clear that a good foundation has already been put in place.

Several key privacy principles that apply to potential governance of the Internet’s global information infrastructure include:
  
Limitations of purpose, collection, and use
Although often formulated separately, these principles together state that processing of personal data by organisations should only occur for legitimate purposes clearly defined in advance, and that the scope of data processed should be confined to the minimum necessary to accomplish these purposes.



Transparency and Access
Alternatively known as subject access (or sometimes transparency) in the EU, or habeas data in Latin countries, this is a general right for individuals to request a copy of personal data processed by an organisation (rather than by other individuals purely for “domestic” purposes). A weaker notion, associated with the OECD, is referred to as individual participation, and usually entails a limited interpretation of the scope of personal data, and a right to be informed about the classes of data being processed rather than comprehensive access to a copy of the actual data. The right is qualified by conflicts arising from the privacy rights of others, exigencies of law enforcement and national security, and sometimes disproportionate burdens placed on organisations.
A third principle enacted by the Council of Europe Court cases definitively is the obligation to set up  independent authorities of control which assume different functions: support to individuals in their complaints, balance keeper between data controllers and data subjects interests; watchdog as regards the new environment and its Privacy risks linked with this development. 




4. The role of consent

A fundamental aspect of the development of this principle is the relationship to the notion of the individual granting consent for personal data to be processed. It is a common misapprehension that existing privacy regulation gives a primary role for a requirement for the obtaining of an individual’s consent. There are several reasons for this:
· Consent may be effectively coerced, or not informed by an appreciation of the risks to privacy entailed.

· Exemptions to a requirement to obtain consent would usually be regarded as justifiable to some degree in respect of supervening public interests such as: 

· the freedom of the press to conduct investigate journalism, the ability of states to safeguard national security, the ability of law enforcement agencies to prevent and detect crime, the administration of justice, amongst  others.

However, it is the contention of this paper that aside from these common principled exemptions, the trend to marginalize a requirement for individual consent is founded in expediency. Most regimes conceived for regulation of information privacy have adopted principles shaped in the 1970s, when automatic data processing was carried out with mainframe computers, for business and official purposes, by organisations primarily operating at national level, where contacting individuals to obtain consent was simply viewed as unrealistic.
In the age of the Internet, personal computers and mobile communication devices, the realtechnik reasons for rejecting a requirement of individual consent have largely disappeared. Systems may now present individuals with the opportunity to provide not only blanket consent, but granular permissions for varying degrees of data processing. It may be more useful to talk of this as technology-enabled self-determination, rather than the more limited notion of “consent”.
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6. Surveillance technologies, data-mining and public policy

New surveillance technologies are developed. In that context the recent development of the RFID might be pointed. Through that technology  using nano technologies it becomes possible to control continuously the behaviour of anybody circulating in an airport, in a store or in the premises of his or her employer building. Embedded within a human body, it permits to control at distance his or her mental or health situation even to influence it, raising new concerns as regards the respect of the human identity and dignity.
The huge storage and processing capacities of our modern information systems creates the possibility for aggregating data from multiple sources and through statistical combination of these data (data mining technologies) to infer a priori certain characteristics of the individuals in order to take decisions vis-à-vis them. So cybermarketing companies have developed one-to-one marketing strategies and in both the public and private sectot the same techniques are used for detecting potential frauders or for affording the access to services. All these developments are functioning in an opaque environment and potentially are source of discrimination.  


7. Privacy enhancing technologies
In parallel with these developments, over the past thirty years there has been significant research in computer science and cryptography into what have become known as “privacy enhancing technologies” (PETs). These are of diverse types of technology but generally attempt to protect the anonymity of data subjects, unlinkability of transactions, and non-observability of communications. Examples include

· non-traditional cryptography such as blind signatures, zero-knowledge proof, and selective disclosure of attributes

· anonymous communication networks

· sanitization of databases and resistance to inference attacks

· computing with encrypted data, and encrypted search

· private information retrieval

· biometric encryption, fuzzy extractors and related techniques

· “user-centric” identity system architectures, which place the individual in the path of data flows, and solicit their granular and informed consent for information usage.

Granular disclosure may be effectued by using systems of authentication instead of systems of identity. In many contexts, authentication does not require identification of an individual. Authentication is the process of verifying a claim that is being made regarding an identity, an attribute pertaining to an identity, or a set of attributes. In a pre-networked world, access to services could be obtained by “context-specific” information that would only serve to identify within the specific spheres of activity. Now, identity-based authentication systems that employ global identifiers allow organisations to track and cross-profile users.

Question: should there be a fundamental right for the individual to access and make use of PETs, and how might this right be formulated and delineated? Should this right only be available to individuals living under repressive forms of government, or instantiated as a universal right?

Question: should certain kinds of information system be required to implement PETs to provide mandatory privacy guarantees? 

Question: given that use of persistent identifiers for individuals carries inherent structural risks of exacerbating erosions of privacy, should architectures which employ a plurality of identifiers limited to certain application context be normatively prescribed?

(needs explanation: insufficient time to provide)

8. Privacy in developing regions

· Imbalance of power

· Solution mis-selling

· “race to the bottom”

9. The preservation of a “private sphere”?

The exigent question for information privacy policy is whether is it will be possible in future to preserve a “private sphere” what we might call a “right to opacity”, within which the individual can still exercise a meaningful right of information self-determination. Whilst this might seem a dramatic formulation of the issue, five examples may suffice to make the point:

· The technique of “brain-fingerprinting” allows criminal suspects to be involuntarily interrogated to determine if they recognize images that (it is claimed) only a guilty person would know.

· Experiments with other forms of non-invasive brain imaging have demonstrated an increasing ability to find objective correlates of cognitive activity and even specific concepts

· Sony have filed a patent for stimulating individual neurons by means of focussed beams of ultrasound energy, intended to be used in a co-ordinated array for projecting sensory experience directly into the cortex.

· David Brin (in his book The Transparent Society) recognising the accelerating technology  trends already referred to, has argued that society will be better off after privacy has been de facto abolished by ubiquitous surveillance, albeit with the reservation that individuals ought to be able to enjoy reciprocal powers of surveillance over organisations and institutions.

· The UK government has enacted (but not so far activated) legislation which asserts a general right of the state to demand individuals to surrender decryption keys protecting private information, attempting to place a reversed burden of proof on the individual to show they do not possess the sought key.
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