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1. The Information Society as Risk Society

“Cyberwar” has become a growth market in the U.il8ten years ago only a few
experts could make sense of this term, attacks @mpaternetworks and their
implications for national security are now a bignie in the mass media. In the broad
range of service providers from technical secwgdlutions to policy advisory groups a
whole cottage industry has sprung up. Warningsnofedectronic pearl harbor” or a
“cyberwar” against the United States’ infrastruetiby “rogue states” or terrorists are
part of the standard repertoire in security polanalyses. Bill Clinton started the
process of developing a strategy with his Presider@ommission on Ciritical
Infrastructure Protection in 1996, and the new dd&ernment under George W. Bush
as well is trying to address the problém.

As with nuclear energy production, the dangersigisrom the digital networking of
everything and everybody are not easy to see ionaexpert. To detect a virus on your
hard drive, you need a virus scanner as a sensotjdo find out if there is a cracker in
your network, you need an intrusion detection syste a good sysadmin with spare
time. For the average user an intentional hackaclacan not be distinguished from a
technical failure, like a hardware defect, a sofevanalfunction or a “normal” system
crash. In the case of denial-of-service it isolmtious at all if the computer that is not
providing its service anymore has just crashethdfcable connecting it to the internet
was physically damaged, or if it is the victim oftaxgeted flood with packets and
requests.

The so called “information society” is thus showismgnificant signs of a “risk
society”. The new risks, according to Ulrick Beakjo coined the term in the eighties,
can not be perceived immediately anymore, and thwerdhey are especially open to
political interpretation and instrumentation. “kwver is clear if the risks have become
worse or our look at them just has sharperfedfis especially is true for the
infrastructural insecurites.

The U.S. National Academy of Sciences as early988 begun a report on computer
security with these words: “We are at risk. Incnegly, America depends on computers.
[...] Tomorrow's terrorist may be able to do moaendge with a keyboard than with a
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bomb.” This quote is typical for a whole series of wagsinssued by the intelligence

community, the FBI and other government agencieshm last ten years. They

especially focused on the so called “critical istractures” like telecommunication,

financial services, electricity and water or fuepply. A concerted action of qualified

hackers with hostile intentions, they feared, cdalde a whole nation to its knees. The
biggest possible damage was named “electronic pasnbr’?

Compared to the traditional security policy thrediich consisted of the three
dimensions actor, intention and capabilities, ipbErwar” almost all confidence is lost.
First, there is no clearly identifyabéetor who could become a possible enemy. The
cyber attackers can be teenagers, rogue nationsiisés or disgruntled insiders, even
private companies or political activists like thetics of globalisation. This implies
secondly, that it is very hard to get verifyabl®mmmation on thdiostile intentionsf the
possible attacker: Does he want to attack the BL&lI? Is he planning to use cyber
attacks? This leads to the third open question:sDibe possible enemy have the
capabilitiesto wage a large-scale cyber attack against the?Ut & far from clear even
in the intelligence community if strategic rivaikd China or Russia already have the
technology and, even more important, the knowlealy# qualified personell to hack
into computers that control critical infrastructsird@raditional means of intelligence do
not help very much in this field, because the cépials for an attack largely consist of
software, commercial-off-the-shelf hardware compags@nd an internet connection. In
its 1997 report the President’'s Commission on c@titinfrastructure Protection
explicitly wrote that the possible enemies are wvkm, while the tools for cyber attacks
are easily availabl@.

To conclude: In the case of this new cyber riskaast everything is new. The
weapons are not kinetic, but software and knowlgdlge environment in which the
attacks occur is not physical, but virtual; theglble attacker is unknown and is able to
hide himself effectively even during an attack.

From a political science point of view this is attremely interesting case. What does
a state do when the strategic context of its sgcpalicy has changed radically? Which
strategy will be applied to cope with the new insées - risks instead of threats?
Which agency inside the government will become easible for countering the risks?
Will the security strategy be focused on retalmtion minimising the possible damage
after an attack, or will it aim at preventing ataak in the first place?

The United States were the first nation to addréss problem of critical
infrastructure protection seriously. The governmput a lot of effort into thinking
about it, and the newly founded agencies and uigdits responsible for this task
already have some years of experience now. A detaieview of U.S. critical
infrastructure protection policy can thus help anslerstand the possibilities and limits
of infrastructure protection in general.

The following analysis will be guided by a framewateveloped in a project on
“international risk policy” which was conducted the Center on Transatlantic Foreign
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and Security Policy Studies at the Free UniversityBerlin.° It will look at three
different sets of factors that might have an inficeon the formulation of the risk policy:
Risk perception, resources, and norms.

2. Factors influencing the development of the pighcy

2.1. Risk Perception

Capabilities as a Starting Point

The complexity of world society after the end o€ t@old War have lead security

politicians and experts to focus more on the cdgpialsi of possible enemies than on
their intentions. This is the case with nucleadifeation or ballistic missiles as well as

with the “international terrorism”. The calculat®of insecurity more and more rely on
the technical means that might be available fosids enemies. Along these lines the
new potential for cyber attacks took its placehia tlebate.

This change in the general perception of inseceoigcided with growing concerns
in the Department of Defense over the vulnerabdityhe networked military. While
the debate on the “Revolution in Military Affairs(RMA) started extremely
euphorically in the early nineties, whith trendyicdes and studies on “network centric
warfare” or the real-time information flow througiine global “system of systems” for
C*ISR’, since the mid-nineties one finds more and momaings of the risks. Because a
great deal of military communication is travelingdugh civilian infrastructures, the
risks for civil infrastructures from hackers antetintruders were also seen as a threat
for military security?

This analysis did not develop by chance - it grewapel to the development of
offensive information warfare capabilities and wgies in the U.S. military (see 2.2.).
As the debate on attacks against the informatiatesys of possible enemies went
further on, the eventual dangers for the U.S.” owiitary and civilian data networks as
well became a major theme.

What makes the whole debate on the vulnerablilityelectronic infrastructures
typical for today’s risk debates is the lack of espnce. Many studies and warnings are
filled with only anecdotal collections of well-knomhacks, others try to estimate the
risk based on simulations with “red teams”. Théelatan not be compared with reality
very well, because the red-team-hackers were mendiahe attacked institution and
therefore had a great deal of knowledge about syatehitectures or the culture of the
operators. Additionally, these simulations and eise's were never held under real
conditions, but on simulated systems. During ther@ge “Eligible Receiver” in June
1997, which is often taken as evidence for the emdhilities of U.S. military data
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networks, only unclassified or simulated systemsewattacked. Furthermore, one
often finds impressing data on thambersof known hacker attacks, but in almost all
cases a statement on thh@mageis lacking. A serious risk calculation though would
have to include an estimate of the probability mirecidentand of the possible amount
of damage.

All statements on the scope of the danger theredoeemore or less speculative.
Furthermore, there still are no clear criteriadeciding what is an attack and what is not.
Until 1998 the Pentagon counted every attempt tabéish a telnet connection (which
can be compared with a knock on a closed doorhadextronic attack? Until today
there are no standard procedures for identifying estimating the vulnerablilty of
critical infrastructures. These are being developeate June 2000 in the Critical
Infrastructure Protection Office’s project “Matrix*

Due to these uncertainties the risk estimates awagve between paranoia and
carelessness, without ever being precise. Theaetestudies and analyses are therefore
full of terms like “capability”, “possibility” or tould”.*?

The consequent simplification of this argumentadlgoattern is the simple claim:
“Mr. Chairman, there will be an electronic attackretime in our future”, like then
Deputy Secretary of Defense John Hamre said inragf@ss hearing in June 1996.
With this method the discourse on the cyber dangassstrongly been popularised,
because many of the political recommendations ftbmk tanks or staffers were
derived from scenarios - and these are nothing tbkse claims about future events.
From the mid-nineties on the RAND Corporation amel Defense Advanced Research
Projects Agency (DARPA) ran a series of exercisset on the ,Day After'-method. In
a first step the participants were taken five ya@ts the future and confronted with a
number of cyberwar attacks. They had to react utidex pressure and, for example,
draft a briefing and outline recommendations foe Becretary of Defense or the
President. In a second step they were taken battietpresent and discussed how to
avoid these events in the future by acting totday.

The question one completely takes out of the dismwith this method is: How
plausible are the scenarios at all? The particgpeather learned to deal with them as
external, given realities. Looking back, many & #ssumptions have proven wrbhg
but the scenarios already had established a spéedr-driven cyber mind set in the
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security policy community. This is a good exampldnow to establish a threat-based
discourse in the absent of a clear danger, whdyetloa risk is present that there might
be a threat sometime. In other words, like a membéne syndicate once said to Fox
Moulder in the X-Files: The best way to predict theure is to invent it.

This lead to the establishment of the cyber riskhenpolitical agenda. The question
still left open was: How to deal with it? Or, maylm®re important in the fragmented
political landscape of Washington: Who should beharge? The classical institutions
responsible for national security, like the Pentago the intelligence agencies? The
FBI with its computer crime squads? Or maybe jastgrivate companies running the
infrastructures? The answer was at least partlgggnt on the specific construction of
possible enemies or damages.

Military Rivals

In the Summer of 1995 the National Intelligence @olfor the first time wrote a report
on the information warfare capabilities of othetermational actors. The document is
classified, but its conclusions were presentechéopublic. According to them, some
states are building up their capabilities for waginformation warfare, but mainly
focus their efforts on using them in the contexa @bnventional military conflict. They
do not plan to attack national infrastructures, faitary communications networks or
air defense systems. Even after searching very thardNational Intelligence Council
found no evidence of so called “rogue states” depialy capabilities for information
warfare or recruiting foreign hackers for this tdk
In May 1998 President Clinton gave the intelligecoenmunity the explicit order to
collect and process information about the electréimieat from other natiort$ Today
the intelligence agencies distinguish between timdkof threats:

“The unstructured threat is random and relativelynited. It consists of

adversaries with limited funds and organization aitbrt-term goals. While it

poses a threat to system operations, national $gcis not targeted. This is the

most obvious threat today. The structured threaiissiderably more methodical

and well-supported. While the unstructured threghe most obvious threat today,

for national security purposes we are concernadaly with the structured threat,

since that poses the most significant Fisk.

The states most often named as possible sourcaschfa structured threat are China
and Russia. The evidence for real capabilitieshesé countries, though, is thin, it
mostly consists of quotations from officers’ publions about the new possibilities of
cyberwar or asymmetric warfaré Even Timothy L. Thomas of the Pentagon’s Foreign
Military Studies Office, who probably knows moreathany other American about the
developments in China and Russia, only lists thecigfised infowar units of the
People’s Liberation Army, but can not provide imf@tion on their capabilities. The
Russian concept of information warfare, on the ioftaad, differs significantly from the
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U.S. view, aiming more at psychological manipulasi@nd less on comuter network
attacks™

Another group of actors concerning the intelligemcenmunity are international
terrorists* The National Infrastructure Protection Center (®]JFor example warned
of Osama bin Laden possibly planning a computerigeion of the Oklahoma
bombing?® Until today terrorists, though, have not been \atijve in cyberspace. All
that is known is that they make use of computdrs, ibternet or cryptography for
organisational purposes.“We have yet to see a significant instance of &yb
terrorism’ with widespread disruption of criticatfiastructures”, then FBI-director
Louis Freeh had to tell the Senate in February 2606han Ingles-le Nobel, deputy
edititing director of Jane’s Intelligence Reviewitea extensive research and debates
among hackers as well came to the conclusion: Heoty, cyberterrorism is very
plausible, yet in reality it is difficult to conduanything beyond simple ‘script-kiddy’
DoS attacks?

What is left are the hacker attacks, in terms & ihtelligence community an
unstructured and limited threat which does not @odanger to national security. So far
there has been no case where hackers really damageal infrastructures.

Yet, this military-like discourse had much influena Washington’s security policy
establishment. Then CIA director John Deutch foameple since the mid-nineties
regularly warned of a threat to national secunignf cyber attacks. Asked in a Senate
hearing to compare the danger with nuclear, biclgor chemical weapons, he
answered, “it is very, very close to the tdpThese dangers, according to the security
policy agencies and departments, not only rosen fetates. Jagues Gansler, then
Assistant Secretary of Defense for Aquisition aeg¢finology, even called teenagers a
“real threat environment” for national securifyGeorge Smith of the Crypt Newsletter
was probably right when he wrote: “Teenagers asmsfiormed into electronic
bogeymen with more power at their fingertips tHam $trategic Command®.

A very important metaphor in this social constroetof the threat was the “electronic
Pearl Harbor”. This term connected a historicalitna of the American society to the
new risks and thus almost forced the polical étiteepsond somehow. The mass media
thankfully took up the term and featured it pronmthg in almost every report on the
issue?® The “electronic Pearl Harbor” had a great impacthe U.S. debate, because it
both constructed an agent and a structure.

In the agent dimension it implies a danger comimgmf an enemy that is
geographically and morally located outside of theited States. This picture of a
dangerous “other” reproduces the idea of the natisra collective self. Common
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phrases like “our computer&or “our infrastructures® even amplify this effect. The
reference object of security then is the whole Aozar society. The logical agent of
security policy acting on behalf of it of coursdhe state - not the single computer user
or network provider. The defense against cybercks$tathis being the logical and
political implication, is a task for national seituipolicy.

In the other dimension thelectronicPearl Harbor’ implicitly draws a structure for
security policy. Because the image is taken fromhistory, it implies a strategy based
on analogies to physical warfare. The terms “cylaefvwor “information warfare”,
which became popular in the mid-nineties, alsahen¢d the idea of the Pentagon being
the natural defender of the nation’s infrastructueor example, the Defense Science
Board in its 1996 study proposed setting up a cdotelefensive information warfare at
the Defense Information Systems Agency (DISA).Howd be responsible for the
infrastructural security of the other departmemts aven of the private sect8rThen
Deputy Secretary of Defense John Hamre on sevecalsmons made this strategy more
than clear: “Cyperspace ain't for geeks, it's farnors”>®In his last annual report to
the Congress, President Clintons Defense Secrétdiigm Cohen as well wrote about
a role for the DoD in fighting cyber terroristhThis perception is typical for the
military and national security policy establishmemd has not changed very much
under the presidency of George W. Bush. His natieeeurity advisor, Condoleezza
Rice, in March 2001 for example called cyberwactssic deterrence missiorr.

Computer Crime

The risk perception of the law enforcement agenisiessructured differently. Many
critics of a military involvement argued the “elextic Pearl Harbor” - should it ever
happen - would take place inside the United Stdtlkess the agencies better suited for
fighting it or hunting the attackers were the Fatl&mergency Management Agency
(FEMA) or the FBI. Additionally, the FBI had alreatbeen involved in investigating
computer crime and had set up a special ComputereC3quad in the early nineties. On
the basis of the Computer Fraud and Abuse Act 8618s unit had investigated more
than 200 cases until the mid-nineties and alorg) W@y learnt a great deal about the
practical problems of the risk. Dealing with hackdrusions, data theft and similar
things had led to a more differentiated, but ad ieek dramatic view of the risk. One
point FBI officials very often make is the practiegmpossibility of identifying an
attacker before a thorough investigation has beeduwcted. “The trouble is that when
an attack occurs we have no way of knowing if this kid in middle America or a
serious foreign threat,” said Michael Vatis, uniarch 2001 the director of the FBI's
National Infrastructure Protection Centér.
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One key experience, afterwards called “Solar Sahrisad a strong influence on this
point of view. In February 1998, more than 500 &tadc break-ins into computer
systems of the US government and the private sextoe detected. The hackers got
access to at least 200 different computer systeintheoU.S. military, the nuclear
weapons laboratories, the Department of EnergyNeh8A. Exactly at the same time
the US forces were building up troops in the MidBkest because of the tensions with
Iraq over the UN arms inspections. The fact thatesof the intrusions could be traced
back to internet service providers in the Gulf oggled to the initial conclusion that the
Irag government must be behind the attacks. A clossestigation of the case later
brought up the real attackers: Two teenagers frtomeZdale in California and another
teen from Israel. The law enforcement agencies timskas one more proof that one can
not respond militarily to a cyber attack as longtasattacker is not clearly identified.
Then FBI director Louis Free told the Senate aftéeds:

“Solar Sunrise thus demonstrated to the interagesmmmunity how difficult it is
to identify an intruder until facts are gathered amn investigation, and why
assumptions cannot be made until sufficient factsagailable.”’

Even intruders who try to bring down whole netwoeks not called “terrorists” and
their activities are not dubbed “war” by law enfemeent agencies. They rather call them
“criminals” or “digital outlaws”, as did then attmey general Janet Reno at the
Cybercrime Summit 200%.

Interestingly, law enforcement’s perception of pineblem is now being structured as
well by private actors. Since 1996, the San-Frawcizased Computer Security Institute
works together with the FBI's Computer Intrusionudd in conducting the annual
Computer Crime and Security Survey, a widely recegphstudy on dangers, cases and
countermeasures in IT securityHere, one finds a private-public partnership that
already is influencing the risk perception.

Economic Loss

Because many of the critical infrastructures arelryithe private sector, the companies’
perception of the risk was very important as wallstriking fact are the completely
different criteria for measuring and weighing risksthe private sector. The service
providers normally do not see the national impiara of the new vulnerabilities, and
they do not care very much about tracking downstiipects. Therefore it is not very
important to themwho breaks into their computers. Their main goal ikéep the
systems up and runnning and to avoid data thetbbypetitors or intelligence agencies.
When a hacker attack is over and the systems atereel, the companies only have
limited interest in informing the police at dlf. Rather than cooperating with
government agencies they prefer contracting spsedlT security service providers.
These normally work more efficiently and less burasically and help solving the
important day-to-day problends.
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As important as the top management’s risk percepsidhat of the group of persons
who often work in the basement, namely the sys@mi@istrators and IT experts. They
almost daily have to deal with hacking attemptsl fmm them, the problem breaks down
to single, concrete challenges. They install newsviscanners on the company’s
network, take care of the users changing theinpasts on a regular basis, try to take
workload from a server during a denial-of-servitiaek, or restore deleted files from
the backup tapes after a hacker break-in. In dgisrtical expert community the problem
now discussed as a “national security threat” hasted since computers became
networked in the first place. Here it is mainlyses a technical and practical problem,
less as a political thing and much less as a pnobde national security policy. The lead
ideas are “computer security” or “IT security”, doiational security”. Because these
experts often are the only ones in an organisatinmcan really estimate the details and
challenges, their perception as well influenceswiag the management deals with IT
security.

2.2. Resources

The Military

The U.S. armed forces are the most advanced inwtrtl in developing offensive
information warfare capabilities. They are planasdanother arrow in the quivéfin
conventional military operations, but shall as vg#le the government deterrence and
strike-back capabilities in countering the cybeaett. The idea is to prevent an attack
through strength. It was John Hamre again who nitadgy clear: “That really was the
message of Pearl Harbor. It wasn't that we gotthitas that we were ready to respond”,
he told the public in August 1999 at the openingeo®ny of the Joint Task Force -
Computer Network Defense Operations Center, théralecoordination point for the
security of all U.S. military networks.

The U.S. military has already been active in dlgégkectronic warfare since the
eighties, when the armed services started their @search in computer virus&dn
the early nineties the development gained more mtumg when the Gulf war showed
the importance of information systems and commuiaoa lines for fighting a short,
effective war. In 1994 a special School for Infotima Warfare and Strategy was set up
at the National Defense University. Since 1998 th8. military has its own Joint
Doctrine for Information Operations (Joint Pub.3;which as well includes computer
network attacks on civilian infrastructur€sThe central coordination point for these
activities, the Joint Task Force - Computer Netwaitiack, was set up and subordinated
to U.S. Space Command in October 2000. More urgt$ogated at the Air Intelligence
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Agency in San Antonio/Texas, among them the AicEdnformation Warfare Center
with more than 1000 personell and the Joint InfaiomeOperations Centéf.

In spite of the growing interest and the strongoefput into this field, the U.S.
military has not reached the capability to sucadlsivage a large-scale cyberwar yet.
The few cyber-missions during the Kosovo war shothédquite clearly. The Air Force
had waged some cyber attacks on the Serbian @nsefysteff, but afterwards came
under heavy criticism for the inefficiency of themeasure&® Especially the cascading
effects of information attacks are complicated $brneate, because one not only needs
the know-how and technology to get into the enerogimputer systems, but as well has
to know how they are embedded in his social orgaiois and strategy.

Law Enforcement

The law enforcement agencies have been dealingoweitiputers for some years now,
because normal criminals as well tend to make nard more use of modern
technologies. This already lead to the establistiaethe National Computer Crimes
Squad at the FBI in February 1992. In the same fl@arComputer Analysis and
Response Team (CART) was set up, a specialisedamgomputer forensics. Since
1998 every one of the 56 FBI field offices hasoiten Computer Crimes SquéiThe
several activities in this field have been coortkdaby the Computer Investigations and
Infrastructure Threat Assessment Center (CITACEesin996. The efforts still are
comparably weak. Only 243 of a total of 11 639 RBEnts are designated for the
investigation of computer crimes. Even this nuniis not been reached yet, and many
of them are not really prepared for their ta5k.

In spite of these difficulties the FBI's buid-up @&pecialised computer units
altogether has shown some results. In the last geare spectacular cases of hacking or
computer fraud have been solved within very shoret These sucesses as well led to a
more stable self-confidence of law enforcement agsn After the FBI had caught a
student who only a week before had circulated a f&ck exchange message intended
to manipulate stock values, federal attourney Aldja Mayorkas told the press in
September 2000: “We in law enforcement can navidegeinformation superhighway’
just as we can beat the pavement to detect anelagmi criminals®?

Private Infrastructure Service Providers

Because almost all critical infrastructures arebymprivate or local entities, these from
the beginning on had a strong position in the cymurity debate. Only here the
technical expertise is available one needs to sstaky defend against an attack. The
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companies that run the systems can much more dasilg on “hardening” them than
on striking back. They install firwalls, redundamhergency systems, backup facilities
and other defensive systems. With this practice éifready help to secure the U.S. from
a large-scale cyber attack, often without viewimg &is part of a national security policy
strategy at all.

More importantly, the strategic ressources in tedhof the infrastructure providers
are not only their people and their firewalls, the virtual landscape itself in which a
cyber attack would occur. It is not a public gotidle the territorial border or the
national coastline, but private infrastructuresvimtimg public services through the
market. In a significant difference to classicatiterial defense, the defense against
attacks in cyberspace is inseparably connectedntralling the systems of which it
consists. Delegating it to the state is difficiljot practically impossible.

2.3. Norms

Neo-Liberalism and the ,Californian Ideology *

A number of strong norms limited the efforts of thraditional security policy
institutions to expand their fields of action irtgberspace. These norms had less to do
with questions of national security and more with general relationship between the
state and society. The so-called “neo-liberalistmétthad gained much acceptance
among the elites of western societies in the resatalls for the smallest possible role of
the state, especially in economic affairs. In tieddf of new technologies two more
aspects added to this: First, a big majority in iagton strictly was against disturbing
the dynamic of the ,new economy‘ by government mveations or regulations.
“Government has largely taken a hands-off approadie new economy”, as the report
“State of the Internet 2000” concludéd.

Secondly, high political hopes were put into thgitdi communications media. Many
expected that they would help the development @edealised and self-organised
social structures. This so called “Californian itbery* °>* that became popular in
Washington as well in the mid-nineties promise@anof the free and non-hierarchical
association of electronically networked citizenstiiv this technology-deterministic
and anti-etatistic norms framework to which manyha high-tech companies’ leaders
subscribed, a strong role for the state in solyraplems was hardly the right thing.

In terms of security policy theory, the debate ledcaround the question for the
reference object of security. In plain english: Wisao be secured? While the security
policy elites saw “national security” in dangere thther side was concerned about the
security of single computer systems and their uséese the civil rights organisations
played an important role, because they warnedeofithintended consequences of a risk
policy based on military strength or repressiorainty the dangers for privacy.

52 United States Internet Council 2000: 29.
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Military Identity and Professionalism

The idea of waging war in cyberspace as well seamdddor many military officers in
the first place. Cyberspace implies a completetiedint concept of space and body,
because the space here only consists of symbolshairdinks. Because there are no
linear distances like in the cartesian physicatepthere is no frontline anymore. The
actors in cyberpace are not physically presentabeiinstead represented by symbols.
In this bodyless cyberspace there is no room fgsishl violence. The application and
organisation of physical violence, though, is pHrthe professional military identity
until today. “As soon as things start to look diéfet than killing people and smashing
things, the military start to point at others”, enfagon advisor decribed thfs.

Only recently the armed forces seem to accept ctenmetwork operations as part of
their professional duties, because these have -batfteast officially - limited to two
tasks: The protection of their own networks andcks against military enemies in
times of war?>

Legal Norms

Experts in international law still are debatingyber attacks can be considered an act of
war at all>® But if this is the case, a strategy based on egbanter attacks could break
the law of armed conflict. Military cyber attaclka example would ignore the rule that
a regular soldier has to wear a uniform, but woailsb get in conflict with more
important norms codified in the Hague and Genevaventions. These international
treaties for example prohibit perfidous or unnesaeg attacks, the use of the territory
of neutral states, attacks on civilian populatiansveapons that do not distinguish
between combattants and non-combattahithe fact that the U.S. armed forces only
reluctantly made use of their cyber arsenal wadlypdue to these concerns. In the
Kosovo war 1999 some originally planned cyber &daagainst Serbia did not take
place because the Pentagon’s own lawyers vetoad #ifter having studied the
international jurisdictional difficulties of cybeaw®

U.S. domestic law as well produced headaches ®fatlvyers of the armed forces,
because an attack to American infrastructures couginate in Iraq as well as in the
United States. A military counter-strike throughbeyspace therefore unwillingly could
lead to an operation of U.S. armed forces on damestitory. This is prohibited by the
Posse Comitatus act of 1878.

On the other hand, there have been laws againghdemcrime since the eighties.
The most important one is the Computer Fraud angsAlAct of 1984, which since then
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has been amended three tiMfie©n this basis electronic break-ins into computer
systems have been treated as crimes, and the R&dhqused this for building up
structures able to deal with them. The domesticsldws enabled a strong position of
law enforcement agencies in fighting cyber attacks.

One of the oldest laws for computer security, tlenPuter Security Act of 1987
points in another direction. With it, the differeshépartments of the government were
directed to formulate their own plans for IT segurHere we can see an early example
of handling the risks of information technologyaecentralised, preparative manner.

The legal norms in sum prevented a more importale of the armed forces in
protection critical infrastructures, while givingw enforcement new tasks. Moreover,
decentralised preventive measures were already takéne eighties. This is reflected
today in the cooperation efforts with the privatetsr.

3. The Policy

3.1. First Studies

In June 1995 President Clinton set up a speciallystgroup, the Presidential
Commission on Critical Infrastructure Protectiol€EP), to deliver a comprehensive
report on the security of all infrastructure sysseim the United States. While this
included not only information and telecommunicatioatworks, but as well the
financial sector, energy supply, transportation #m emergency services, the main
focus was on cyber risks. This had two reasonst,Rihese were the least known
because they were so new, and secondly, many dadthiee infrastructures depend on
data and communication networks. The PCCIP includpdesentatives of all relevant
government departments, not only from the tradéicsecurity policy establishment.
Additionally, the private sector was involved. Thvas based on the assumption that
security policy in this field is no longer only atgl of the government, but a “shared
responsibility”®® This decision opened up the realm of possibleegies far beyond
the core measures of security policy - physicalevioe and repression.

Together with the PCCIP Clinton set up the Infnactinre Protection Task Force
(IPTF) to deal with the more urgent problems imasfructure protection until the report
was published. Only representatives of the FBIXapartment of Defense and the NSA
- the state’s classical security policy institusorwere members of the IPFEInsofar
the IPTF can be understood as a compromise betweeompletely cooperative
approach - including the private sector and otlegradtments as well - and a classical
security policy approach - giving the task to tiisd Br the Department of Defense. The
IPTF was chaired by and located at the Departerokdustice to make use of the
Computer Investigations and Infrastructure Thresgessment Center (CITAC) which
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had been set up shortly before at the #EDbviously, the institutional resources of the
FBI had been decisive here. A more militant appncstdl was an option then, shown
for example by the appointment of former Air Fo@&eneral Robert T. Marsh as PCCIP
chairman.

3.2. Setting Up an Institutional Structure

The PCCIP presented its report in the fall of 189Rresident Clinton followed most of
their recommendations in May 1998 with his PredidéDecision Directives (PDD) 62
and 63. With them, he created up the position efNational Coordinator for Security,
Infrastructure Protection and Counter-TerrorisrthatNational Security Council, who
is supported by the newly founded Critical Infrasture Assurance Office (CIAO). The
Office of Computer Investigations and Infrastruetd?rotection (OCIIP), which had
been built at the FBI on the basis of the CITACsvexpanded to the inter-agency
National Infrastructure Protection Center (NIPCheTNIPC is located at the FBI
headquarters and is mainly staffed with FBI agdnisyepresentatives and agents from
other departments and the intelligence agenciek woegre as well. The NIPC is
responsible for early warning as well as for laoecement and is coordinating the
different government and private sector activitidse NIPC therefore has a central role
in the new cyber security policy. High-level coardiion within the different branches
of the government since then is organised by thes i@itical Infrastructure
Coordination Group (CICG®
The security of the different sectors of the infinasture is organised by different

departments that became “lead agencies” for eatieafectors. For top-level strategic
coordination between the government and the prigator, PDD 63 envisaged a
National Infrastructure Assurance Council (NIAQ)aaed by the National Coordinator.
Additionally, new Information Sharing and Analystenters (ISAC) in each of the
sectors were planned. They should be run by thatgricompanies who would as well
determine their institutional forms and working gedures’ The close cooperation
with the private sector that had begun with the FCthus was continued and even
enhanced. The government explicitly emphasised tmecessity of these
non-hierarchical forms of cooperation:

“Since the targets of attacks on our critical inftaucture would likely include both

facilities in the economy and those in the govemtmthe elimination of our

potential vulnerability requires a closely coordied effort of both the public and

the private sector. To succeed, this partnershigstnie genuine, mutual and

cooperative.®®

Not only the state anymore, but as well the priyatersiders of the infrastructures now
are responsible for cyber security policy. Diffearemthe realm of the old monopoly of
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force one here finds a networked self-help systeimch in a way could be called
post-modern. In some areas the government styspls traditional role through law
enforcement and intelligence, while in other aieasly moderates the activities of the
private sector.

3.3.  The “National Plan for Information Systems taiion”

The President’s Commission on Critical InfrastruetBrotection explicitly had called
its 1997 report a “beginning® and the presidential directives of May 1998 al gl
acknowledged that there was no masterplan forcatitnfrastructure protection yét.
Since then, a number of government departmentsicagge and committees have
worked on a comprehensive national strategy. Oantiary 2000, President Clinton
presented its first version - under the headlinefddding America’s Cyberspace” - to
the public’* This “National Plan for Information Systems Prdi@a” still represents
the actual state of American policy towards the rogver risks. The White House
published a follow-up report in February 2001 afterinauguration of George W. Bush,
but this only documents the state of the singlgrams and does not include a change in
strategy’?

The Government Only Protects Itself

The plan emphasises the assumption of cyber sgduging a shared responibility
between the government and the private sectorgdliernment agencies now are only
responsible for protecting their own networks agamruders. Three new institutions
together work for the security of the state’s cotapaystems. The Federal Computer
Incident Response Capability (FedCIRC), a parhefGeneral Services Adminstration
(GAO), is building a central analysis cell to intrigate incidents in all non-military
computer networks of the government. For militaoynputers this is done by the Joint
Task Force — Computer Network Defense (JTF-CND)¢clwvtvas already set up in 1999.
The JTF-CND is located at the Defense Informatigst&ns Agency (DISA) near the
Pentagon, but is subordinated to the Space Commabmlorado Spring&® The NSA’s
National Security Incident Response Center (NSIRfyides support to FedCIRC,
JTF-CND, DISA, NIPC und the National Security Colime case of attacks against
systems that belong to the national security appsfa The FBI's NIPC still is
responsible for incident warnings, strategic aredysind law enforcemefit.

Within the government we now find a decentralised aooperative risk policy
similar to the one intended between the governnagewk the private infrastructure
service providers. The FBI still has a fairly stggposition compared to the Pentagon
and the intelligence community. With FedCIRC onetd protective function, though,
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is now being fulfilled by an agency that itseltus infrastructure service provider of and
for the government.

Computer Crime or Cyberwar?

In spite of the FBI's strong position the protentiof computer systems is not only a
guestion of domestic security. NIPC is locatednak mostly run by the FBI, but it can as
well be subordinated to the Department of Defensprbsidential order. The National
Plan tried to reproduce the classical differendgvben police and military by making
such a decision dependent on an attack coming &mmad. But of course not every
simple hacking attempt that does not originatehenW.S. should trigger a respone by
the Department of Defense. The decisive criterradifferentiating between war and
crime therefore is the scale of the att4tkhis has an interesting implication: The
ability to detect a large-scale attack as such depends on the sensoric instruments of
the NIPC and the willingness of the private sedtwrshare information with the
government. The military is almost “blind” here asepends on the judgement of law
enforcement agencies and even private infrastrectarvice providers. In the case of
the new cyber risks, it it hard to differentiatetdseen domestic and international
security. The de-territorialised cyber-securityipplblurs the line between war and
crime, and the institutional responsibilities fog@aernment response against an attack
have to be set on a case-by-case basis.

Privatisation of Cyber Security

The second part of the National Plan deals with $keeurity of privately run
infrastructures. It starts with stating, “the Fed€sovernment alone cannot protect U.S.
critical infrastructures® The state and local governments are as well c4tledners”

of the federal government, but the emphasis lieprorate companies. The goal is a
close private-public partnership. To ease conckttssoinfrastructure service providers,
the plan goes at great lenghts emphasising fundaigmnciples like “voluntary” or
“trust” and the companies’ own interests in pratecmeasure& The government tries
to make them accept its offers for checking thefiedses, for sharing information, and
for further developing technical standards. Exggtimstitutions like the North American
Electric Reliability Council (NERC) are named a®da@xamples?

The private sector, though, still is hestitatingpsgly. The Information Sharing and
Analysis Centers (ISACs) that were already plannetie 1998 Presidential Decision
Directive have been set up very late, in some sethey do not exist at all until today.
The Financial Services ISAC (FS/ISAC), the firstloése centers, was only set up on 1
October 1999, almost one and a half year afterPtesidential directives, and the
IT-ISAC only started operations in March of 2001th€ sectors do not have
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coordination centers like these until today. Besitiee old NERC there only is the
National Coordinating Center for Telecommunicatians jointly by the state and the
industry®

This hesitation is remarkable, because the govamhras put much effort into
reaching moré& President Clinton in summer 1999 even signed @cwive order to
accelerate the founding process of tational Infrastructure Assurance Council
(NIAC). The NIAC had already been planned since8l838 a forum for strategic
debates among government officials and represeasatf the big IT companidslt
was finally set up in January 2001, one day beRileClinton left his office in the
White Housé”

Many companies do not see any necessity of wortiggther with the government,
and they are especially reluctant to let law erdorent or intelligence agencies know
too much about their information systems. And teyot see government institutions
as a real help against the new risks related vaithpuiter security. Especially the NIPC
received heavy criticism after it failed to quickBspond to some email worm infections
in 2000 and 2001 A lot of companies therefore prefer contractiniyate IT security
service providers, as these work faster and lessalgratic than government agencies.
These specialised IT security companies more arré tae the role of traditional risk
management consultarits.

As long as the “electronic Pearl Harbor” does romuw, we can not expect the private
sector to develop an original interest in a mo@pnent role of the government in IT
security. Instead of a centralised coordinationthmy state, almost all the companies
need are the private, local security instrumentsigded by the market.

4. Conclusion

Since the early nineties the debate about hackackat against the U.S. has made its
way from specialised expert circles to the ageridaigh politics” and national security.
This alone is remarkable because of the lack tdssical “threat triangle” consisting of
actor, intention, and capabilities. There was reackenemy and therefore no hostile
intention around which such a discourse could havestallised. The risk
communication instead started at the last cornérefriangle, the capabilities. Here as
well we can note something special: The possibilitfy a damage to critical
infrastructures was not induced by the existenceadpons or other dangerous tools,
but by the socio-technical structure of the Uniitdtes itself.

Until the mid-nineties three different risk stragsgwere available: Repression and
military strength (intervention), technical solut® for securing the systems
(preparation) and awareness-building (informatioif)ese strategies were linked to
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different actors in different institutions and cuks, who promoted them using different
ressources and calling upon different norms.

According to the standard assumptions of risk dogipthe perception of risks plays
an important role in deciding how to deal with thelhe “risk communication”
therefore should be an indicator for the selecéetisty strategies. In the case presented
here the dramatisation of the risk with terms likdormation warfare”, “cyberwar” or
“electronic Pearl Harbor” was necessary to getpifublem onto the political agenda.
The political strategies developed should theretomge been more interventionist,
using military-like means and approaches. Othee saigdies on the “war on drugs” or
“counter-terrorism” show these results. Here thegeas and situations as well were
framed in terms taken from military langud§e.

The risk policy selected in the case of cyber dgcdiffers significantly from these
assumptions. In spite of high public interest thaitamt discourse could not be
transformed into a like-minded strategy. The outearh ten years of discussion and
almost five years of reforms, presented by Billn@in in the National Plan for
Information Systems Protection in January 2000siste of three approaches: Law
enforcement, private-public partnership, and peatd public self-help. At its core we
find the strategy of preparation, the preventivetgetion of critical infrastructures by
technical means.

The study has shown the overdetermination of thilker civilian and cooperative
outcome. Strong restrictions against a militargiaéntionist strategy existed in the
dimension of perception as well as of ressourcdshanms.

In the realm of riskperceptiontwo discourses were influential besides the mifitar
metaphors widely used in the mass media. On thénand, law enforcement agencies
emphasised their view of the risk as “computer efinon the other hand and more
importantly, the private sector running the infrastures perceived the risk as a local,
technical problem or as economic costs. Theretbe debate about cyber risks is an
example for a failed “securitisatioff” The security policy institutions only partly
managed to widen the concept of security in thecé®decause it was impossible to
achieve a consensus between the different groupg #ie reference object of security.
Similar to the regulation of cryptograpfiyat the core of the debate was the question:
Does “security” mean the security of the Americacisty as a whole - “national
security” -, or is it the security of the singlseus or technical systems? Implicitly, this
security policy discourse dealt with the relati@ivieen the state and its citizens.

The distribution ofesourcesthe technical and social means for counteringisie
was important as well and also had an impact ordib&urse. Because the technical
foundations of the risk make it very difficult t@ht possible attackers in advance, in
practice the measures taken focused on prepamstti@egies, trying to minimise the
impact of an attack when it occurs. Here, the Biftecture providers with their
preference for decentalised and private approdthes strong position, because in the
end only they are able to install the technicatrumaents for IT security at the single
infrastructures.
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Normsas well were important in selecting the stratedi@dtural norms like the new
economy’s anti-etatistic “Californian ideology” a®ll as legal restrictions prohibited a
bigger role of the state, especially of the arn@dds. The interventionist mind-set of
the security policy community almost gained no atarece. On the contrary, within the
armed services there even was much hesitation siga@w, non-traditional military
tasks. Most importantly, the general “no governnregulations” approach towards the
new economy which had wide support across allipalifactions strongly limited the
strategy selection. This as well reflects the pobE the Clinton administration that
normally preferred economic over security policgad - prominently featured in the
famous President’s quote: “It's the economy, stlipBesides these cultural strategy
differences legal norms as well set limits for arenanilitary-like strategy. The
difficulties to decide if cyber attacks constitateact of war, the fear of committing war
crimes by conducting electronic counter strikesl #re prohibition of using the armed
forces domestically made the Pentagon hesitatelwillding up its own infowar units.
On the contrary, the cybercrime laws that had diyexisted since the eighties enabled
the FBI to start building up operative units veaylg.

Altogether, this study has shown that the public@pgtion, which until today is full
of military metaphors, only had a limited influenae the risk policy strategy. When
there are concurrent discourses and viewpointgpahey selection obviously depends
upon two factors: One is the different ressoureedlable to the different groups which
become the more important the closer they are adeddo the real (here: technical)
structure of the risk. The other factor is the wtdt and legal norms, because they limit
the set of answers available to the fundamentattopre What kind of strategy can be
selected at all?

For the newer debates in other countries aboutiske of the information society,
this study leads to a conclusion that can shorlydbscribed as “don’t panic”. The
militarisation of cyber security policy will be wedifficult in a liberal society with
private infrastructure providers. From the Amerieaiperience we should rather learn
that “cyberwar” is a fundamentally inadequate tehat more disturbs than enables a
useful risk policy.
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